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SUMMARY  We have previously proposed a diffusion-type flow con-
trol mechanism as a solution for severely time-sensitive flow control re-
quired for high-speed networks. In this mechanism, each node in a net-
work manages its local traffic flow using the basis of only the local infor-
mation directly available to it, by using predetermined rules. In addition,
the implementation of decision-making at each node can lead to optimal
performance for the whole network. Our previous studies show that our
flow control mechanism with certain parameter settings works well in high-
speed networks. However, to apply this mechanism to actual networks, it
is necessary to clarify how to design a parameter in our control mecha-
nism. In this paper, we investigate the range of the parameter and derive its
optimal value enabling the diffusion-type flow control to work effectively.
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1. Introduction

A high-speed network has been constructed with rapid
spread of the Internet and expanding demand for services in
recent years. In such a high-speed network, the fast and flex-
ible network control is required so that various application
users can be provided with stable Quality of Service (QoS)
and the limited network resource can be used effectively.

In a high-speed network, it is impossible to implement
time-sensitive control based on collecting global informa-
tion about the whole network because the state of a node
varies rapidly in accordance with its processing speed al-
though the propagation delay is constant. This is because
the propagation delay is constrained by the speed of light
and is the same as in slower networks although the process-
ing speed of each node is high in high-speed networks. If
we allow sufficient time to collect network-wide informa-
tion, the data so gathered is too old to use for time-sensitive
control. In this sense, each node in a high-speed network is
isolated from up-to-date information about the state of other
nodes or that of the overall network.

This paper focuses on a flow control mechanism for
high-speed networks. From the above considerations, the
technique used for our flow control method should satisfy
the following requirements: (i) it must be possible to collect
the information required for the control method, and (ii) the
control should take effect immediately.
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Fig.1  Example of thermal diffusion phenomena.

There are many other papers reporting studies on flow
control optimization in a framework of solving linear pro-
grams [1]-[5]. These studies assume the collection of
global information about the network, but it is impossible to
achieve such a centralized control mechanism in high-speed
networks. In addition, solving these optimization problems
requires enough time to be available for calculation, so it
is difficult to apply these methods to decision-making on
a very short timescale. Therefore, in a high-speed net-
work, the principles adopted for time-sensitive control are
inevitably those of autonomous decentralized systems.

For the time-sensitive autonomous decentralized flow
control, we considered a new control mechanism, diffusion-
type flow control (DFC) [6]-[9] in which the nodes in a net-
work handle their local traffic flows themselves, based only
on the local information directly available to them. In this
mechanism, each node can immediately detect a change in
the network state around the node and apply quick decision-
making.

The most remarkable characteristic of DFC is that it
provides a framework in which the implementation of the
decision-making of each node leads to high and stable per-
formance for the whole network. To explain the basis of
this framework, we show the principle of our flow control
model through the following analogy [8]. When we heat a
point on a cold iron bar, the temperature distribution follows
anormal distribution and heat spreads through the whole bar
by diffusion (Fig. 1). In this process, the action in a minute
segment of the iron bar is very simple: heat flows from the
hotter side towards cooler side. The rate of heat flow is pro-
portional to the temperature gradient. There is no commu-
nication between two distant segments of the iron bar. Al-
though each segment acts autonomously, based on its local
information, the temperature distribution of the whole iron
bar exhibits orderly behavior. In DFC, each node controls
its local packet flow, which is proportional to the difference
between the number of packets in the node and that in an
adjacent node. Thus, the distribution of the total number of
packets in a node in the network becomes uniform over time.
In this control mechanism, the state of the whole network is
controlled indirectly through the autonomous action of each
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node.

Our previous studies show that our flow control mech-
anism with certain parameter settings works well in high-
speed networks. However, to apply DFC to actual networks,
it is necessary to clarify how to design parameters in our
control mechanism. This is one of central issues to be solved
for applying DFC to actual networks. In this paper, we in-
vestigate the range of the parameter and derive its optimal
value enabling the DFC to work effectively. This paper is
organized as follows. In Sect.2, we show the aim of the
DFC in layered structure of network control with respect to
timescale. In Sect. 3, we briefly summarize the mechanism
of DFC. In Sect.4, we clarify how to design the parame-
ter in our control mechanism. The validity of the parameter
design is verified in Sect. 5 by using simulation studies. Fi-
nally, Sect. 6 shows conclusions.

2. Aim of Diffusion-Type Flow Control Mechanism

Network control mechanisms in networks can be catego-
rized by the timescales on which an individual control takes
effect and they form a layered structure with respect to the
timescales. Individual control mechanisms work well on
their appropriate timescales and they cooperate with each
other. Figure 2 shows the comparison of different types of
control according to such a classification. For example, the
routing and signaling (e.g. session initiation protocol (SIP))
respectively fall into the long and medium timescales. Indi-
vidual control mechanisms work well for their appropriate
timescales and they cooperate with each other for supporting
user applications. TCP is a typical decentralized flow con-
trol by end hosts [10], and is widely used for reliable com-
munications in current networks. Window flow control such
as TCP acts in the timescale of the round-trip time (RTT).

End-to-end or end-to-node control cannot be applied
to decision-making on a timescale shorter than the RTT. In-
deed, in low-speed networks, a control delay on the order
of the RTT has a negligible effect on the network perfor-
mance. However, in high-speed networks, the control delay
greatly affects the network performance. This is because the
RTT becomes large relative to the unit of time determined
by node’s processing speed, although the RTT is itself un-
changed. This means that nodes in high-speed networks ex-
perience a larger RTT, and this causes an increase in the sen-
sitivity to control delay. This is a significant reason that the
performance of TCP should be sensitive with respect to net-
work condition, and a lot of extensions of TCP have been
proposed for high-bandwidth or long-distance connections
[11]-[16].

Let us consider the network conditions that the band-
width and/or the distance of communications become(s)
larger. If the performance characteristics concerning packet
loss of its bearer network are little affected by this condi-
tion, we can expect that TCP would not enter the congestion
avoidance phase and that high network performance would
be achieved. To achieve such a stabilization mechanism,
it is necessary to implement a time-sensitive control mecha-
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Fig.3 Layered structure of behaviors with respect to timescales.

nism in the bearer network and to make the network have ro-
bust performance characteristics. Since end-to-end or end-
to-node control cannot be applied to decision-making on a
timescale shorter than the RTT, it is inadequate to support
decision-making on a very short timescale.

To achieve rapid control on a shorter timescale than the
RTT, it is preferable to apply control by the nodes rather
than by the end hosts. DFC is a node-by-node control and its
target is a timescale shorter than the RTT. The aim of DFC
is not direct guarantee of user QoS, but DFC serves stable
network behaviors to other controls of the longer timescales.
In this sense, DFC brings its ability in the background of
other controls of the longer timescales. In other words, DFC
enables other controls of the longer timescales to work well
even if the speed of the networks becomes high.

Figure 3 shows a sequence of human behavior as an
analogy. When an accident occurs, we immediately act
to guard ourselves. This action is time-sensitive and is
achieved by a spinal reflex. After that, essential treat-
ment is performed through cerebration on a relatively long
timescale. As well as the relation of the cerebration
and spinal reflex, network control mechanisms of different
timescales act on their own timescales and, as a result, they
cooperate with each other to support user applications.

3. Preliminary
3.1 Diffusion-Type Flow Control Mechanism

In the case of Internet-based networks, to guarantee end-to-
end QoS of a flow, the QoS-sensitive flow has a static route
(e.g., RSVP). Thus, we assume that a target flow has a static
route. In addition, we assume all routers in the network can
employ per-flow queueing for all the target flows. All flows
are in the same priority class and it is desirable that all active
flows share the link bandwidth fairly.

In DFC, each node controls its local packet flow au-
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tonomously. Figure 4 shows the interactions between nodes
(routers) in our flow control method, using a network model
with a simple 1-dimensional configuration. All nodes have
two incoming and two outgoing links, for a one-way packet
stream and for feedback information, that is, node i (i =
1, 2, ...) transfers packets to node i + 1, and node i + 1
sends feedback information F;;; to node i. For simplicity,
we assume that packets have a fixed length in bits.

All nodes are capable of receiving feedback informa-
tion from the adjacent downstream nodes, and sending it to
the adjacent upstream nodes. Each node i can receive feed-
back information sent from the downstream node i + 1 and
can send feedback information about itself to the upstream
node i — 1.

When node i receives feedback information from
downstream node i + 1, it determines the transmission rate
for packets to the downstream node i + 1 using the received
feedback information, and it adjusts its transmission rate to-
wards the downstream node i + 1.

Assume that there are M; flows sharing the link be-
tween node i and i + 1, and they are identified by j (j =
1,2, ..., M;). The framework for node behavior and flow
control for flow j is summarized as follows:

e Each node i autonomously determines the transmission
rate J/ for flow j on the basis of only the local informa-
tion directly available to it, that is, the feedback infor-
mation obtained from the downstream node i + 1 and
its own feedback information.

o The rule for determining the transmission rate is the
same for all nodes.

e Each node i adjusts its transmission rate towards the
downstream node i + 1 to J/.

(If there are no packets for flow j in node i, the packet
transmission rate is 0.)

e Each node i autonomously creates feedback informa-
tion according to a predefined rule and sends it to the
upstream node i — 1. Feedback information is created
periodically with a fixed interval ;.

e The rule for creating the feedback information is the
same for all nodes.

o Packets and feedback information both experience the
same propagation delay.

As mentioned above, the framework of our flow control
model involves both autonomous decision-making by each
node and interaction between the adjacent nodes. There is
no centralized control mechanism in the network.

Next, we explain the details of DFC. The transmission
rate J l’ () for flow j of node i at time ¢ is determined by
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J)(t) = max(0, min(L/ (1), //(1))), and (1)
J0) = rl(t - dp) - D; (0!, (t — dy) = n (1)), )

where L{ (t) denotes the available bandwidth for flow j of

the link from node i to node i + 1 at time ¢, nl’ (1) denotes
the number of packets belonging to flow j in node i at time
t, rl.’ (t — d;) is the notified rate for flow j by using feedback
information from the downstream node i + 1, and d; denotes
the propagation delay between nodes i and i + 1.

The way to determine Lf () is explained. Let the band-
width of the link from node i to node i + 1 be B;, and L;(t),
the available bandwidth for flow j is to assume that the band-
width B; is shared by flow with a weight j}/ (1) [17], that is,

VG

L) = B, ———
PHWAG!

3)

This rule means that a flow with larger J? (t) can get a
larger transmission rate and can transmit a larger volume of
traffic to the downstream node. Thus, the transmission rates
of other flows are regulated to be smaller.

In addition, r/(r — d;) and n, (t - d;) are reported from
the downstream node i + 1 as feedback information with
propagation delay d;. Parameter D; is chosen to be inversely
proportional to the propagation delay [7] as follows:

D;== “

where D (> 0), which is a positive constant, is the diffusion
coeflicient.

The feedback information for flow j created every fixed
period 7; by node i consists of the following two quantities:

Fl(t) = (r], (0, (0)). (5)
Node i reports this to the upstream node i — 1 with a period
of 7; = d;_;. Here, the target transmission rate for flow j is
determined as

rl @) = J)). (6)

Moreover, the transmission rate ]l.’ (t) for flow j in node i
is renewed whenever feedback information arrives from the
downstream node i + 1 (with a period of 7,1 = d;).

To enable an intuitive understanding, we briefly explain
the physical meaning of DFC. We replace i with x and apply
a continuous approximation. Then the propagation delay
becomes d; — O for all i and the transmission rate (2) for
flow j is expressed as

onl(x,1)

fj(x, 1= rj(x, 1) —«k
ox

(7

where « is a diffusion coefficient corresponding to D in DFC.

"The assumption of per-flow queueing is for simplicity of ex-
planations of DFC mechanism. The requirement of “per-flow” can
be relaxed to “per input-port” of a router.
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Since « has an important meaning, a later section explains
this parameter. The temporal evolution of the packet density
n’/(x,t) may be represented by a diffusion-type equation,

onl(x,1) ori(x, 1) 0*ni(x, 1)
=— +K ,

8
ot 0x 0x? ®
using the continuous equation
onl(x,1) 0Ji(x,1)
=- . ©)

ot Ox

As explained in Sect. 1, our method aims to perform
flow control using the analogy of diffusion. We can expect
excess packets in a congested node to be distributed over the
whole network and expect normal network conditions to be
restored after some time.

In addition to the above framework, we consider the
boundary condition of the rule for determining the transmis-
sion rate in the DFC.

Here we consider the situation where nodes and/or end
hosts in other networks do not support the DFC mechanism.
We call the nodes and/or end hosts that are connected di-
rectly to the ingress node in our network external nodes. We
only assume that the external nodes have a traffic shaping
function, that can adjust the transmission rate by queueing
to the requested rate reported by the downstream node. That
is, an external node O cannot calculate the transmission rate
J(’)(t) for flow j using (2), but can adjust its transmission rate

to ré(t — dp) for flow j, which was reported by node 1.
We consider a rule for determining r(j)(t) as a boundary

condition. Node 1 can calculate Jé(t) if we assume that the
number of packets stored in the external node is i = 0. The
target rate r{)(t) for flow j, reported by node 1, is created as

fé(t) with the above assumption. That is,
ri() := JU(t + do) = J{(t) — Dol (1) (10)

This quantity can be calculated just from information known
to node 1.

It is worth to note that the packet rate of (2) is “non-
work-conserving,” in general. If each node acts as “work-
conserving,” many packets are concentrated at congested
nodes and it causes packet losses. Although each node au-
tonomously determines its packet rate, DFC nodes cooper-
ate to work to avoid the concentration of packets. Notice
that “non-work-conserving” does not mean the degradation
of the utilization of networks. Even if a node transmits the
packets at “work-conserving” rate, they are stored at the
congested node but are not transferred to their destinations.

4. Parameter Design
4.1 Approach
In DFC, there is a important parameter, the diffusion co-

efficient D. The diffusion coefficient governs the speed of
diffusion. In physical diffusion phenomenon, larger « in (8)
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causes faster diffusion. If DFC model is completely corre-
sponding to physical diffusion phenomenon, a large value
of D is suitable for fast recovery from congestion. Unfor-
tunately, DFC is not completely corresponding to physical
diffusion and too large value of D in DFC prevents diffu-
sion phenomenon in networks. Conversely, too small value
of D causes very slow diffusion, and this means that stolid
congestion recovery wastes much time.

In this section, we determine an appropriate value of
D. Our approach to design a value of D is simple. We take
a larger value of D in the range of values in which diffusion
can occur in networks.

In the subsequent subsections, we discuss the following
issues in order to determine the appropriate range of D.

e To determine the range of « in which diffusion effect
can occur for discrete space and discrete time.

e To determine the range of D in which diffusion can oc-
cur in networks, under the situation that all the links in
networks have same length.

e To verify the above range of D is applicable to general
situations that the length of links in networks different,
in general.

For the first issue, we introduce the difference equation,
which is corresponding to the diffusion equation with the pa-
rameter k, and consider the range of x. Next, for the second
issue, we consider the close relation between the range of «
and the range of D. For the last issue, deriving the dimen-
sionless property of D, we show the range of D is indepen-
dent of the link length.

4.2 Range of Diffusion Coefficient under Homogeneous
Network Configurations

The partial differential Eq. (8) describes temporal evolution
of packet density in continuous approximation of networks.
The first term on the right-hand side in (8) describes a sta-
tionary packet flow, and this is not concerned to diffusion.
The second term is essential in diffusion. Thus, we consider
the following partial differential equation,

on!(x,1) . 0*nl(x, 1)
o oxz ’

where this is the ordinary diffusion equation.

Of course, the structure of networks are not continuous.
In addition, timing of control actions is not continuous. The
behavior of DFC is described by a difference equation rather
than the differential equation. In other words, DFC make
networks solve a difference equation with discrete space x
and discrete time 7.

To introduce a discrete space reflecting the network
structure, we divide the continuous 1-dimensional space into
a length of Ax. In addition, for simplicity, we assume all the
links in networks have same length. Since we set d; = 751,
this means the interval of DFC’s actions is the same for all
node, and we denote it as Az. The difference equation corre-
sponding to (11) is as follows:

(1)
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ni(x,t + Af) — ni(x, 1)

At
_ n(x+Ax, £) = 2ni(x, t) + n/(x = Ax, 1)
=« ) .

12)

If the solution of (12) exhibits similar behavior to that of
(11), DFC appropriately works and diffusion of packet den-
sity occurs. Our issue is to find appropriate value of D in
which the solution of (12) exhibits diffusion phenomenon.

Let node position in 1-dimensional configuration be x;
(g1 —xx =Ax; k=0, 1, ...,5), and time of DFC’s action
be t; (tpr1 —t; = At; £ =0, 1, ..., T). We take the boundary
condition,

n!(xo, ) = n'(xs, 1) = 0. (13)
If behavior of n/(xy, ;) exhibits a diffusion effect with time,

lim n! (xg, t7) = 0, (14)
for all .

In general, n/(xy, t;) satisfying (13) is represented as
the following Fourier series,

(o]

w1 = ) (s 1), (15)
m=0
and
M (Xg, tp) = Am’[ sin 5/ (16)

where Afn ; is a time-dependent coefficient. If (14) is valid
in any cases,

lim n (e, 1) = 0 17)

for all non-negative integers m. By substituting (16) into
(12), we have

; ; 4kAt . ,mn
AZMH = Afn’(, (1 " Bn? sin ﬁ)’ (18)
and then, AL ¢ can be obtained from A,, as
; ; 4k At mr\’
oAl -2
A =AL0 (1 - ) sin ﬁ) . (19)
Therefore,
1, (X, 1¢)
; 4k At mrm\ kmm
= Am0 (1 - ) sin E) sm(T). 20)
From (14), k should satisfy
4kAt . ,mnm
- in- —| <1 21
' (An)? sin 7S < 21

and we obtain the range of the diffusion coefficient «,
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Fig.5 Correspondence between discrete and continuous network
models.

1 (Ax)?
2 At

Note that the reason that the inequality (21) does not include
the equality comes from conditions (14) and (17). If both
conditions are not equal to O but finite, the left-hand side of
inequality (21) is less than or equal to 1. This constraint of
k is the same as the constraint that appears in solving (11)
by discrete space-time computations. In order to obtain the
range of the diffusion coeflicient «, it is necessary to con-
sider the relationship between x and D. It is shown in the
next subsection.

0<k<

(22)

4.3 Parameter Design of DFC and Dimensional Analysis

In this subsection, we consider the actual value of D by
dimensional analysis. We consider the value of the dif-
fusion coefficient expressed in the ordinary MKS (Me-
ter/Kilogram/Second) unit system.

In order to consider the relationship between x and D,
let us reconsider the meaning of related parameters and re-
fine a continuous approximation of the network. Although
we assumed d; = 7;;1, which means the link delay is equal to
the interval of DFC’s actions, they are different notion orig-
inally. So, we regard them, in this subsection, as different
(independent) quantities. In accordance with the modifica-
tion, we redefine

D
D; = ) (23)
Tit+1
instead of (4).

The relationship between the discrete space and the
continuous space are shown in Fig. 5. First, we take the limit
of the distance between the adjacent nodes as d; — 0. The
second panel in Fig.5 shows this situation. Here, the in-
terval of DFC’s actions At is unchanged. Next, taking the
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limit of Ax to be 0, we obtain a continuous approximation
of the 1-dimensional network. Note that A¢ should approach
0 concurrently with Ax — 0. The relationship between the
packet density n(x,t) and the number of packet stored in a
node n;(¢) is also shown in Fig. 5.

After taking the limit as d; — 0, we compare the sec-
ond term on the right hand side of (2) with that of (7),

j I -n
. on’(x, 1) “ D lim (m, () — i ( ))’ 24)
ox A1—0 At

where we use (23) and Ar = 7;;;. These quantities in both
sides in (24) are parts of packet rate and have a dimension
of packet/s. Note that n/(x, ) denotes the packet density and
its dimension is packet/m. From Fig. 5,

. . n - n! 3]
n(x+ Ax, 1) —nl(x, 1) = 17
Ax
where i = [x/Ax] + 1.
Therefore, we have
onl(x, 1) n/(x + Ax,t) — ni(x,1)
=« lim
ox Ax—0 Ax
(0 = nf(0)
Ax—0 (Ax)2
Al (0 =nl)
=k lim .
A0 (Ax)? At

K

(25)

In the last equality, Ax should approach O concurrently with
At in order to remain At/(Ax)?* a constant. Since Af = d; and
by comparing (25) with (24), we obtain
At
=K .
(Ax)?

(26)

Since & has the dimension of [m?/sec] from (22), D is a
dimensionless parameter. From this result and (22), we have
the range of the diffusion parameter D as

1
O<D<§. 27

We assumed homogeneous network configurations in
the above considerations. Next, we consider the condition
that links have different length, in general. Since the diffu-
sion parameter D is dimensionless, we can expect that D is
invariant even if the length of link is changed. If links have
different length, the intervals of DFC’s actions are different.
Let the interval of DFC’s action for node k be Af;,. Then,
(22) can be generalized as

1 (Ax)?

0 < k(k) < > A
and the diffusion coeflicient «(k) depends on node position
k, that is, link length. On the other hand, (26) can be gener-
alized as

(28)

Aty

D =K(k)w,

(29)
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therefore, (27) is valid even in the situation where links have
different length.

Our design policy of D is to take a larger value of D in
the range (27).

5. Simulation Studies

In this section, we show simulation studies about the per-
formance of DFC with different values of the diffusion co-
efficient D in order to verify the range (27) and our design
policy of D. Simulations were made by using ns2 simulator
[18]. We extended the simulation tool ns2 capability with
the function of DFC.

5.1 Simulation

The purpose of our simulation studies is to verify that the
range (27) derived from theoretical analysis is applicable
also to actual networks. To this end, it is important to eval-
uate the response of a single congestion event. The reasons
are as follows. DFC is based on a linear differential equa-
tion (11) or more specifically a linear difference equation
(12). In such linear systems, in general, the response with
respect to an impulse input is important and it is frequently
called the Green function. If we have the Green function,
we can obtain general solutions by superposing the Green
function. In our case, the impulse input corresponds to a
single congestion event. If the range (27) is applicable to
simulation scenarios having a single congestion event, the
range (27) is applicable also to other simulation scenarios
under more complex and general traffic conditions. Thus,
we evaluate the range of D by using the following simple
simulation model.

Figure 6 shows our network model with 30 nodes,
which is used in the simulations.  Although this 1-
dimensional model looks simple, it represents a part of a
network and describes a path of the target end-to-end flow
extracted from the whole network. The capacity of buffer at
each node is 1800 packets. A packet has a fixed length of
1500 Bytes and the link bandwidth is 1,000,000 packets/s.
This means the link bandwidth is 12 Gbps. Both flows have
greedy traffic, that is, the rate of each flow is as large as
possible.

This paper uses inhomogeneous network configura-
tions, that is, the length of links are different. The length
of link is described by the propagation delay, and it obeys a
probability distribution with the mean of 0.1 ms. Since the
speed of light in optical fiber is about 2/3 of the speed in the
vacuum (300,000 km/s), this model assumes the link length
of about 20 km. The propagation delay of each link is deter-
mined in advance. The delay consists of a fixed component
of 0.05ms and the variable component that obeys an expo-
nential distribution with the mean of 0.05 ms.

The simulation scenario is as follows. There are two
TCP Reno flows. The target flow is between node 1 and
node 30, while the background traffic flows between node 15
and node 30. The maximum TCP window size and the initial
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Fig.7  Temporal evolution of distribution of packets stored in each node.

TCP window size of both flows are 10,000 and it is chosen
as sufficiently larger than the bandwidth-delay product of
RTT.

The reasons why we combine TCP and DFC in our
simulation model are as follows. Since TCP performance
is strongly influenced by the network QoS, we can clarify
the stability of network performance by DFC by observing

TCP performance. We can detect decreases of the through-
put by a reduction of the TCP window size when packet loss
occurs. However, we use only a part of TCP functions. We
assume that the ingress node has the shaping mechanism in
DFC. This DFC shaping controls the volume of traffic be-
tween the application layer and the TCP layer. The exces-
sive traffic cannot enter the network even if TCP window
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size is very large. If the number of packets stored in nodes
is smoothly distributed over the network by DFC, there will
be no packet loss in setting the appropriate buffer size. In
our simulation, we are interested in not the characteristic of
TCP itself, but the effect of avoidance of packet losses by
DEFC. It is worth noting that since the functions of DFC are
independent of TCP, existence of TCP is not essential to the
behavior of DFC itself.

The target flow and the background flow start at sim-
ulation time + = Os and ¢ = 0.1s, respectively. After the
background flow traffic entered the network, the link from
node 15 to 16 became a bottleneck, and traffic of both flows
was regulated by predefined rules for DFC. For DFC, the
values of transmission rate from external nodes in the other
network to node 1 and node 15 is adjusted (shaped) to r(l) and
ré as shown in (10). After congestion occurred, we investi-
gated the temporal evolution of the network state.
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Temporal evolution of the total number of packets that are in transit on links.

In [7], we evaluated the performance of the DFC in a
situation where there were many flows whose lifetime fol-
lowed an exponential distribution. These flows were gener-
ated by two different nodes selected in the network model
at random. In addition, we complemented DFC and TCP
(TCP Tahoe, Reno, NewReno, Vegas) with respect to the
number of hops in the other paper [9]. We confirmed that
DFC achieved high performance and adapted to the network
conditions.

5.2 Simulation Results

To demonstrate the diffusion effect by DFC and to verify the
effect of the value of D, we show temporal evolution of the
number of stored packet in each node.

Figure 7 shows the results obtained from our simula-
tions with D = 0.01, 0.1, 0.4, 0.5, 1 and 3.0, respectively.
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The horizontal axes denote node ID (1-29) and the vertical
axes denote the number of stored packet at each node. Here,
we omit node 30 since it has no stored packets. Simulation
time is shown in each graph. Since the speed of diffusion
effect strongly depends on the value of D, only two cases
that D = 0.4 and 0.5, are displayed at the same timing.

After the time when the background traffic enters the
simulation network (after 0.1s), each node in the network
prevents the stored packets centralizing at a certain node by
DFC. From the results for D = 0.01, 0.1, 0.4 and 0.5, the dis-
tributions of the number of packets exhibit orderly behavior.
Incidentally, if DFC was not applied, all stored packets are
at node 15 [17]. This causes packet losses and the reduction
of TCP window size. By introducing DFC, each node coop-
eratively acts to avoid packet losses even though decision-
making of each node is based only on the local information.
On the other hand, the results for D = 1 and 3 do not show
orderly behavior of the packet distribution.

In general, the speed of diffusion effect increases when
the value of D increases, but extremely large value of D pre-
vents the diffusion effect. In these cases, although the value
of D = 0.5 is out of the range of (27), the diffusion effects
are observed.

Panels in Fig. 8 show the temporal evolution of the to-
tal number of packets, when the values of D are equal to
0.01,0.1,0.4,0.5, 1 and 3, respectively. The horizontal axes
denote simulation time and the vertical axes denote the total
number of packets that are stored in nodes. These results
also indicates the speed of diffusion effect increases when
the value of D increases, but extremely large value of D pre-
vents the diffusion effect.

Next, we investigate how much packets are transmitted
in the network. The volume of the target flow packet trans-
mission at time ¢ can be represented by the total number of
the target flow packets in transit on links of the network.
This quantity can represent amount of network performance
at the present time, dedicated for the target flow. Panels in
Fig. 9 show the results in cases D = 0.01, 0.1, 0.4, 0.5, 1 and
3, respectively. The horizontal axes denote simulation time
and the vertical axes denote the total number of packets that
are in transit on links.

Since the maximum number of packets in transit on a
link at a moment was an average of 100, and the background
flow passed through about half of links of the target flow, the
maximum total number of target flow’s packets in transit on
links was about 2,900 when ¢ < 0.1 and was about 1,450
when ¢t > 0.1. On the other hand, the maximum total number
of background flow’s packets in transit on links was about
750 after r = 0.1.

From the first four panels for D = 0.01, 0.1, 0.4, and
0.5 in Fig. 9, the numbers of packets in transit on links for
both flows reached almost their maximums in a short time
and these results mean that they fairly share the link band-
width. In the cases of D = 1 and 3 out of the range of (27),
oscillation effects are observed. The reason of the oscilla-
tions is a trade-off between fast recovery and stability. For
D > 0.5, it prefers too fast change of network state and pre-
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vents stable network performance as a result.

In these results, the value of D = 0.5 shows good per-
formance but this is out of the range (27). The range (27)
is derived from the sufficient condition that the diffusion ef-
fect appears. Thus, the value of D = 0.5 may exhibit good
performance in some cases. However, in order to guaran-
tee the diffusion effect for any conditions, it is necessary to
adopt the value of D in the range (27). For example, we can
choose D = 0.499.

We can say the range (27) is not a necessary condition
but a sufficient condition for the guarantee of the diffusion
effect in any network environment.

6. Conclusions

To overcome the difficulty in control of high-speed net-
works, we have proposed DFC. In this control mecha-
nism, the state of the whole network is controlled indirectly
through the autonomous action of each node; each node
manages its local traffic flow on the basis of only the local
information directly available to it, by using predetermined
rules. By applying DFC, the distribution of the total num-
ber of packets in each node in the network becomes uniform
over time, and it exhibits orderly behavior. This property is
suitable for fast recovery from congestion.

One of important issues in design of DFC is how to
choose the value of diffusion parameter. This is the central
issue for enabling DFC to make diffusion effects of packet
density in networks.

We determined the range of the diffusion parameter D
by applying the condition for discrete space-time computa-
tions of the diffusion equation to DFC. In addition, we con-
sidered the actual value of D by dimensional analysis.

Simulation results verified the range of D. Even if
the value is in the range, too small value of D causes very
slow diffusion, and this means that stolid congestion recov-
ery makes to waste much time. Consequently, to make fast
diffusion, we should take a value of D as large as possible in
this range.
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