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Diffusion-Type Autonomous Decentralized Flow Control for
End-to-End Flow in High-Speed Networks

SUMMARY  We have proposed diffusion-type flow control as a solu-
tion for the extremely time-sensitive flow control required for high-speed
networks. In our method of flow control, we design in advance simple and
appropriate rules for action at the nodes, and these automatically result in
stable and efficient network-wide performance through local interactions
between nodes. Specifically, we design the rules for the flow control action
of each node that simulates the local interaction of a diffusion phenomenon,
in order that the packet density is diffused throughout the network as soon
as possible. However, in order to make a comparison with other flow con-
trol methods under the same conditions, the evaluations in our previous
studies used a closed network model, in which the number of packets was
unchanged. This paper investigates the performance of our flow control
method for an end-to-end flow, in order to show that it is still effective in
more realistic networks. We identify the key issues associated with our flow
control method when applied to an open network model, and demonstrate
a two-step solution. First, we consider the rule for flow control action at
the boundary node, which is the ingress node in the network, and propose
a rule to achieve smooth diffusion of the packet density. Secondly, we in-
troduce a shaping mechanism, which keeps the number of packets in the
network at an appropriate level.

key words: flow control, diffusion, autonomous decentralized control, high
speed network

1. Introduction

We have previously proposed diffusion-type flow control
(DFC) as a solution for the extremely time-sensitive flow
control required for high-speed networks [1], [2]. The mo-
tivation of our work on flow control is to introduce a new
framework of time-sensitive network control for high-speed
networks.

Delay in communication networks consists of process-
ing delay and propagation delay. Processing delay is the de-
lay experienced by a packet while waiting at nodes for trans-
mission. This may be reduced if the processing speed of the
nodes is increased. Propagation delay is the packet delay
experienced during propagation on links and is determined
by the link length and the speed of light. Unlike processing
delay, the propagation delay is fixed even if the processing
speed of the nodes is increased. So, if the processing speed
of the nodes is made high enough, propagation delay be-
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Fig.1  Effect of large bandwidth-delay product.

comes the dominant part of the total delay.

In a high-speed network, it is impossible to implement
time-sensitive control based on collecting global informa-
tion about the whole network because the state of a node
varies rapidly, depending on its processing speed, while the
propagation delay is constant. If we allow sufficient time to
collect network-wide information, the gathered data is too
old to apply to time-sensitive control. In this sense, each
node in a high-speed network is isolated from information
about the state of other nodes or of the overall network [3],
[4]. In addition, when the propagation delay is dominant, at
any instant a large amount of data exists on the links. Fig-
ure 1 shows situations where packets are transmitted in low-
speed and in high-speed networks. In a low-speed network,
a destination node may receive the first bit of a packet be-
fore the local node has completely finished transmitting all
the bits of that packet. In a high-speed network, on the other
hand, there may be situations where most of the packets are
in transit on links, that is they may not yet have reached the
destination node even though many other packets have since
been transmitted from the local node. The amount of such
data in transit on links is characterized by the bandwidth-
delay product, i.e., the propagation distance multiplied by
the transmission rate. Since the only packets we can control
are those the packets stored in nodes, high-speed networks
contain many packets which cannot be controlled. In this
situation, since the delay in applying control greatly affects
the network performance, a very rapid control mechanism
is required, in which the control delay should be as short as
possible. So, in high-speed networks, the framework used
for time-sensitive control is inevitably that of autonomous
decentralized systems [2]-[4].

This paper focuses on a flow control mechanism for
high-speed networks. From the above considerations, the
technique used for our flow control method should satisfy
the following requirements:

o It must be possible to collect the information used in
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the control method.
o The control which is applied should take effect imme-
diately.

There are many other papers which report studies on
the optimization of flow control problems in a framework
of solving linear programs [5]-[8]. These studies assume
the collection of global information about the network, but
it is impossible to realize such a centralized control mech-
anism in high-speed networks. In addition, solving these
optimization problems requires enough time to be available
for calculation, and so it is difficult to apply these methods
to decision-making in an extremely short time-scale. Since
these control schemes are forms of centralized control, they
cannot be adopted for high-speed networks.

Decentralized flow control by end hosts, including
TCP, is widely used in current networks, and there is much
research in this area [7]-[9]. However, since end-to-end or
end-to-node control cannot be applied to decision-making
in a time-scale shorter than the round-trip delay, it is inad-
equate for application to decision-making in an extremely
short time-scale. In low-speed networks, a control delay of
the order of the round-trip time (RTT) has a negligible ef-
fect on the network performance. However, in high-speed
networks, such a control delay greatly affects the network
performance.

Bartal et al. [10] studied the global optimization of flow
control using local information. The motivation for their
work was to enable the distributed routers in high-speed
networks to make appropriate decisions on flow control as
quickly as possible, and they studied the problem in a frame-
work of solving linear programs by means of distributed
agents. Though this motivation is similar to that of our work,
their study assumed that the distributed agents can obtain de-
tailed information about networks if we allow sufficient time
to gather it. As stated above, our standpoint is based on the
fact that it is not possible to obtain detailed, useful, and up-
to-date information about the whole network in a high-speed
network environment.

In our previous studies, we investigated the behavior
of local packet flows and the network-wide performance
when a node is congested, and proposed DFC [1],[2]. In
addition, we investigated the stability and adaptability of
the network-wide performance when the network has inho-
mogeneous configurations with respect to link length [11].
DFC provides a framework in which the implementation of
decision-making at each node leads to high performance for
the whole network. We used a closed network model for
the evaluation in this research because the number of pack-
ets in the network is unchanged in a closed network model
and it permits comparison with other control mechanisms
under the same conditions. To apply DFC to real networks,
there are some technical issues to be overcome. Particularly
important issues are:

e applying DFC to an end-to-end flow (an open network),
e compatibility and complementarity with other control
mechanism (e.g. TCP), and
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o applying DFC to multiple flows.

This paper discusses the application of DFC to an open net-
work model. We identify the key issues in applying our flow
control to an open network and show a solution for them.

2. Preliminary Description of Diffusion-Type Flow
Control

2.1 Diffusion-Type Flow Control Mechanism

Figure 2 shows the interactions between nodes in our flow
control method, using a network model with a simple 1-
dimensional configuration, which represents a part of a net-
work along a flow path.

All nodes have two incoming and two outgoing links,
for a one-way packet stream and for feedback information,
that is, node i (i = 1, 2, ..., N) transfers packets to node
i+ 1 and node i + 1 sends feedback information (consisting
of information about node i + 1) to node i. For simplicity,
we assume that all packets have a fixed length in bits.

All nodes are capable of receiving and sending feed-
back information. Each node i can receive feedback infor-
mation sent from the downstream node i + 1, and can send
feedback information about node i itself to the upstream
node i — 1.

When node i receives feedback information from the
downstream node i + 1, it determines the transmission rate
for packets to the downstream node i + 1 using the received
feedback information, and adjusts its transmission rate to-
wards the downstream node i + 1. The framework for node
behavior and flow control may be summarized as follows:

e When the feedback information (details are stated
later) from the downstream node i + 1 is received, each
node i autonomously determines the transmission rate,
based only on information available to the node i itself.
The available information is feedback information ob-
tained from the downstream node i+ 1 and node i’s own
information.

o The rule for determining the transmission rate is the
same for all nodes.

e Each node i adjusts its transmission rate towards the
downstream node i + 1 to the transmission rate
(If there are no packets in node i, the packet transmis-
sion rate is 0.)

e Each node i autonomously creates feedback informa-
tion according to a predefined rule and sends it to the
upstream node i — 1. The interval for generating feed-
back information is proportional to the propagation de-
lay, d;_1, between nodes i — 1 and i.

node packet stream

i \ i+1
feedback info

Fig.2  Node interactions in our flow control model.
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o The rule for creating the feedback information is the
same for all nodes.

e Packets and feedback information both experience the
same propagation delay.

As mentioned above, the framework of our flow control
model involves both autonomous decision-making by each
node and interaction between adjacent nodes. There is no
centralized control mechanism in the network.

Next, let us look at the details of DFC. The transmis-
sion rate Ji(a, t) of node i at time ¢ is determined by

Ji(a, t) = max(0, min(L;(1), f,»(a, 1)), (1)
and
Jia,t) = art —dj) — D; (ni1(t — d;) — ni(1)), )

where L;(f) denotes the value of link capacity between node
i and i+1 at time ¢, n;(f) denotes the number of packets stored
in node i at time ¢, r;(t — d;) is the target transmission rate
specified by the downstream node i+ 1 as feedback informa-
tion, and d; denotes the propagation delay between nodes i
and i + 1. In addition, r;(t — d;) and n;,1(t — d;) are notified
from the downstream node i + 1 with a propagation delay d;.
Parameter a (> 1) is a constant and is called the flow inten-
sity multiplier. Parameter D; (> 0) is chosen to be inversely
proportional to the propagation delay [11] as follows:

Di= D~ @), )
d
where D is a positive constant and is called the diffusion
coefficient.

The feedback information, F;(¢), created by node i con-
sists of two quantities as follows:

Fi(1) = (rie1 (1), ni(0)). “4)

Node i notifies this to the upstream node i — 1. Here, the
target transmission rate is determined as

rioi () = Ji(1,1). )

2.2 Principle of Diffusion-Type Flow Control

There are phenomena in nature where local interactions on
the micro-scale produce symmetry on the macro-scale. For
example, local interactions among water molecules lead to
highly symmetrical snow flakes. By applying the proposed
mechanism, although time-sensitive control on a short time
scale can not make use of global information about the net-
work, we may be able to control the network-wide perfor-
mance through local decision making at the nodes.

In the framework of our control method, network-
wide performance is controlled indirectly, but immediately,
through the application of a predefined rule for local de-
cision making at nodes. Nodes at distant locations do not
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Fig.3  Example of thermal diffusion phenomenon.

communicate with each other. However, in spite of the con-
straint of the speed of light, appropriate control of network-
wide performance may be achieved quickly. Since central-
ized control cannot implement performance control quickly
due to the constraint of the speed of light, our control may
actually appear to take effect faster than the speed of light.

The principle of our flow control model can be ex-
plained through the following analogy [12], [13].

When we heat a point on a cold iron bar, the tem-
perature distribution forms a normal distribution, and heat
spreads through the whole bar as a diffusion phenomenon
(Fig.3). In this process, the action in a minute segment of
the iron bar is very simple; heat flows from the higher tem-
perature side towards the lower temperature side. The rate of
heat flow is proportional to the temperature gradient. There
is no direct communication between two distant segments
of the iron bar. Although each segment acts autonomously,
based only on information available to it locally, the tem-
perature distribution of the whole iron bar exhibits orderly
behavior.

Our flow control is based on the diffusion-type equa-
tion and we expect that any congestion in the network will
be dissipated with time, like diffusion phenomena. In our
framework, by designing an appropriate rule for decision-
making at nodes, we can get the flow control mechanism
to work effectively as an autonomous decentralized system.
The network-wide state of the network becomes the solution
of a certain temporal evolution equation. Although the be-
havior of each node obeys a predefined rule and its decision
is based only on local information, we can expect the per-
formance of the whole network to exhibit an orderly pattern
of behavior.

In DFC, each node controls its local packet flow to a
locally-derived value; one term in the expression giving this
value is proportional to the difference between the number
of packets stored in the node and the number stored in the
adjacent node and is inversely proportional to the distance
between these nodes (refer to the second term in Eq. (2)).
As a result the distribution of the number of packets stored
in the different nodes in the network becomes uniform over
time. Using this control mechanism, the state of the whole
network is controlled indirectly through the autonomous ac-
tion of each node.

Let us consider an example using continuous approxi-
mation for simplicity. After replacing i with x and d; — 0,
the packet flow J(x, f) in our framework may be written as

on(x, t)
ox

where r(x,t) and n(x, t) denote the drift component of the

Jx,t) =ar(x,t)—D (6)
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flow and the number of packets, respectively, at position x
and time ¢. As each node handles the flow, it requires not
full, global information but only local information relating
to x and its immediate vicinity. So, autonomous decentral-
ized control applies effectively to this framework. The tem-
poral evolution of the number of packets at x may be written
as

on(x,t) or(x, 1) n(x, 1)
- e TP

Equation (7) is obtained by combining the continuous equa-
tion dn(x, 1)/0t = —0J(x,t)/0x and Eq. (6). Equation (7) is
a diffusion-type equation and it will lead to a diffusion phe-
nomenon with respect to the number of packets.

)

3. Issues for Applying Diffusion-Type Flow Control to
an Open Network Model

This section investigates the key issues involved in apply-
ing the DFC mechanism described in the previous section
to an open network model. Figures 4 and 5 show the open
network models, each with 60 nodes, which were used in
the simulations. Although each 1-dimensional model looks
simple, it represents a part of a network and describes a path

nodet node2 node30

| i | I

input Bottleneck link
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of the target end-to-end flow extracted from the whole net-
work. We represent the lengths of links by their delays, and
the lengths of the individual links are determined randomly,
in advance, as they follow a log-normal distribution with a
mean of 1.0 [unit of time] and a variance of 5.2 [unit of
time?].

Our simulation scenario is to investigate the stability
under congestion caused by the presence of a bottleneck
link. The packet transmission rate of all links is L; = 100
[packets/unit of time] except for the bottleneck link. We
consider two cases, corresponding to different locations of
the bottleneck link; in case A (Fig. 4) the bottleneck link is
between nodes 30 and 31, and L3y = 50 [packets/unit of
time], while in case B (Fig. 5) it is between nodes 1 and 2,
and L; = 50 [packets/unit of time].

There are 5700 packets in the network at ¢ = 0, and all
the packets are distributed randomly on the links. We set
the values of the parameters as D = 0.1 and @ = 1.0. At
the ingress point of the network, the rate of packet flow is
regulated by ry(f) which is specified by node 1.

Figures 6 and 7 show the results for cases A and B, re-
spectively. The horizontal axis of each graph denotes node
ID and the vertical axis denotes the number of packets stored
in the node, i.e., the queue length in the node. In addition,

node60

node31

node59

Fig.4 Network configuration model (case A).

nodel node2 node30

Q

ﬁnput Bottleneck link

node31 node59 node60

1 [ D o I IO ) o | I L

outputﬂ

Fig.5 Network configuration model (case B).
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Fig.6  Temporal evolution of distribution of packets stored in each node
for Case A.
50 50 50
=10 t=1000 t=2000
25 25 25
0 20 40 60 0 20 40 60 0 20 40 60

Fig.7  Temporal evolution of distribution of packets stored in each node

for Case B.
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Fig.8  Total numbers of packets in transit on links (left) and stored in nodes (right) for DFC described
in Sect. 3.
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Fig.9  Total numbers of packets in transit on links (left) and stored in nodes (right) for centralized
control.

t denotes the simulation time and initially # = 0. In case
A, where the initially congested node is node 30, the dis-
tribution of the number of packets stored in nodes becomes
smoothly distributed over the part of the network before the
bottleneck link, and the number of stored packets decreases
with time. In case B, on the other hand, the number of pack-
ets stored in the congested node 1 does not decrease with
time, and the distribution of the number of packets does not
become uniform over time.

Next, we investigate the temporal evolution of the num-
ber of packets in transit on the links and stored in the nodes
for case A in which the link between nodes 30 and 31 is
the bottleneck link. The simulation conditions are same as
before. The left and right sides of Fig. 8 show the results
for the total number of packets in transit on links and the
total number of packets stored in nodes in the network, re-
spectively. The horizontal axes denote the simulation time
and the vertical axes denote the number of packets. The to-
tal number of packets in transit on links indicates the trans-
mission efficiency of the network, and we call this the to-
tal throughput. From the quantitative point of view, for the
case where the link capacity of the bottleneck link L3y = 50,
the maximum value of the sustainable total throughput (the
maximum number of packets that can be transmitted sta-
bly on the links) is about 3000, i.e., 50 packets/link x 59
links. Thus, DFC achieves about 100% of the maximum
value of the total throughput and its value is stable. On the
other hand, the right side of Fig. 8 shows that there are many
packets stored in nodes. A large number of packets stored in
nodes is undesirable because it causes an increase in delay
and packet loss.

These phenomena were not observed in the evaluation
of the closed network model. We can see from these results
that it is necessary to regulate the packet flow carefully, es-
pecially in the open network model in which the total num-
ber of packets in the network changes with time.

From the results mentioned above, the issues to be con-
sidered when applying DFC to an open network model may
be summarized as follows:

e The nature of the boundary condition for determining
the packet rate at the ingress node in order to the num-
ber of packets to diffuse smoothly over the network.

o Traffic shaping to prevent excessive traffic input from
the ingress node.

These will be discussed later.

At this point, to demonstrate a feature of DFC as an
autonomous decentralized system, we may compare Fig. 8
with results obtained from a centralized flow control model
under the same simulation conditions. For centralized con-
trol, we consider the following model. Each node sends its
feedback information F;(¢) to the source node. The source
node calculates the packet transmission rate J;(a, t) for each
node from the collected feedback information and sends it
back to the corresponding node. Both the collection of F;(¢)
and the distribution of J;(e, f) incur propagation delay. Fig-
ure 9 shows the results of the total number of packets in tran-
sit on links and the total number of packets stored in nodes,
obtained using from centralized control. The total number
of packets in transit on links is unstable and many packets
are stored in nodes. This comparison indicates that it is in-
appropriate to apply such a centralized control mechanism
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to high-speed networks.

4. Diffusion-Type Flow Control Model Adapted for
Open Networks

4.1 Packet Rate at the Boundary Nodes

In this subsection, we consider the boundary condition of the
rule for determining the packet rate in DFC, which applies
at the ingress to the network.

Here we consider the situation where nodes in other
networks and/or end hosts do not support the DFC mecha-
nism. We call the nodes and/or end hosts that are connected
directly to the ingress node in our network “external nodes.”
We assume that the external nodes only have a traffic shap-
ing function which is able to adjust the packet rate to the re-
quested rate notified from the downstream node. That is, an
external node O cannot calculate the packet rate Jy(, ) us-
ing Eq. (2), but can adjust its packet rate to ro(f — dy), which
is notified from node 1.

We consider a rule for determining r((#) as a boundary
condition. Node 1 can calculate Jy(a, t) if we assume the
number of stored packets in the external node is 0. The tar-
get rate ry(?), notified from node 1, is created as Jy(a, ) with
the above assumption. That is,

ro(t) := jo(a’, t+dy) =aJi(1,t) = Dyn(t). (8)

This quantity can be calculated from information that is
available for node 1.

4.2 Packet Shaping

In this subsection, we consider two extensions to the DFC
model in order to regulate the packet flow at the ingress of
the network.

In the first model, all nodes regulate the packet flow
rate so that it is less than or equal to the minimum value of
link capacity of all the downstream links. In contrast, in the
second model, only the ingress node uses its minimum value
when calculating the packet flow rate.

(1) Model 1

When node i receives feedback information from the down-
stream node i + 1, it determines the transmission rate for
packets to the downstream node i + 1, and adjusts its trans-
mission rate towards the downstream node i + 1. Then, the
packet transmission rate is determined as

Ji(a, 1) = max(0, min(¢;(1), fi(a, 1)), 9)

where £;(t) denotes information about the maximum value
of available capacity. In addition, node i generates feedback
information F;(¢) as

Fi(1) = (rie1 (), ni(0), £(1)), (10)

and notifies this information to the upstream node i — 1.
The feedback information is determined as
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riei () = max(0, min(£,(7), Ji(1,1))), and (11)
£;(t) = min(L;, {11 (t — d)). (12)

Note that the calculation of r;_;(¢) uses @ = 1, and £;(¢)
means the minimum value of link capacity of all the down-
stream links. A remarkable feature of Model 1 is that the
maximum values of J;(«, f) and r;_ (¢) are bounded by ¢;(¥).

(2) Model 2

Node i’s packet transmission rate to the downstream node
i+ 1 is determined as

Ji(@, 1) = max(0, min(L;(?), Ji(a, 1))). (13)
In addition, node i generates feedback information F;(¢) as
Fi(t) = (ric1 (0, mi (1), £:(2)), (14)

and notifies this information to the upstream node i — 1. The
feedback information is expressed as:

ri-1(t) = Ji(1,1), and 15)
(1) = min(L;, £y (1 = dy). (16)

The difference between Models 1 and 2 is that the maximum
values of J;(a, t) and r;_1(¢) are bounded by L; in Model 2,
while they are bounded by ¢;(¢) in Model 1.

Both flow control models calculate the transmission
rate Jo(a, ) for packets to flow at the ingress to the network
as follows:

Jo(e, ) = min(£o(2), ro(2)). a7

4.3 Evaluation Using the Extended Flow Control Models

First, we examined the effectiveness of the boundary condi-
tion described in Sect.4.1. We chose the parameter values
as D = 0.1 and @ = 1.0. Figure 10 shows the temporal
evolution of the distribution of packets stored in each node
with respect to DFC with the boundary condition applied.
The network model is case B, where the bottleneck link is
between nodes 1 and 2. This figure shows the packet distri-
bution is diffused appropriately even if the ingress node is
congested.

Next, we compared the network performance of the
DFC Models 1 and 2 described in Sect.4.2. The network
model used is case A.

Figures 11 and 12 show the results for the flow control
Models 1 and 2, where the horizontal axes denote the simu-
lation time and the vertical axes denote the total number of
packets in transit on links or stored in nodes.

We can see from Figs. 11 and 12 that the total numbers
of packets in transit on links becomes stable in both models.
However, there is a difference with regard to the number of
packets stored in nodes. In Model 1, the total number of
packets stored in nodes is smaller than in DFC described
in Sect. 3 and, while it becomes stable, it does not decrease
below 3000. In Model 2, on the other hand, the total number
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Fig.10  Temporal evolution of distribution of packets stored in each node for DFC using the boundary
condition.
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Fig.11  Total numbers of packets in transit on links (left) and stored in nodes (right) for DFC
(Model 1).
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Fig.12  Total numbers of packets in transit on links (left) and stored in nodes (right) for DFC

(Model 2).

of packets stored in nodes decreases rapidly and falls to zero
with time.

Next, we compared the behavior of the packet distri-
bution among individual nodes, in order to investigate the
performance of Models 1 and 2. Figures 13 and 14 show the
simulation results for Model 1 and Model 2, respectively.
The horizontal axis of each graph denotes the node ID, the
vertical axis denotes the number of packets stored in the
node, and ¢ denotes the simulation time (initially ¢# = 0).

We can see from Fig. 13 that in Model 1 the number of
packets stored in each node becomes smoothly distributed
over the network but a number of stored packets remain in
the network. For Model 2, on the other hand, the number of
packets stored in nodes becomes smoothly distributed over
the network and decreases with time.

This difference arises because in Model 1 all nodes
calculate the packet transmission rates using the minimum
value of link capacity of all the downstream links. This re-
striction, which is imposed on calculating the rate in Model
1, is too severe. So, the transmission rates calculated in
Model 1 differ greatly from the ideal rates, which are deter-
mined by Eq. (2) and govern the diffusion phenomenon. Our
results also show that the rule for determining the packet rate

at a node, which is the most important feature of our flow
control, is crucially important for the stability and adapt-
ability of the whole network performance.

5. Conclusions

In this paper, we have identified the key issues associated
with the application of DFC to an open network model,
and demonstrated a solution. The first issue relates to the
boundary condition for determining the packet rate. By in-
troducing an assumption that an external node has no stored
packets, we can have an appropriate boundary condition that
enables smooth diffusion of packet distribution even if the
ingress node is congested. The second issue is the shaping
mechanism required to control the number of packets in the
network appropriately. We have studied two different shap-
ing mechanisms, Models 1 and 2, and compared them. Our
results show that the shaping mechanism of Model 2 not
only provides about 100% link utilization but also results in
only a small number of packets stored in nodes.

The two issues for applying DFC to the open network
model have been solved by introducing two mechanisms:
the boundary condition (described in Sect.4.1) and packet
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Fig.13  Temporal evolution of distribution of packets stored in each node (Model 1).
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Fig.14  Temporal evolution of distribution of packets stored in each node (Model 2).
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[e) . . . . .
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El acket shaping e shaping mechanism should be classified into a higher layer.
Fsmall  Most Diffusion-type Diffusion-type . .
C  Timesensiive| Flow control Flow control If other control mechanisms (e. g TCP) are applied anq they
regulate the number of packets in the network appropriately,
Fig.15  Classification of various control mechanisms with respect to

their effective timescales, with and without packet shaping.

shaping (described in Sect.4.2). Finally, we have restruc-
tured the relationships between the proposed two mecha-
nisms and the previous DFC (described in Sect. 3).

Various controls in the network can be classified from
the point of view of their particular time-scale of control op-
eration. Figure 15 shows a comparison of different types
of control according to such a classification. For exam-
ple, routing and call admission control fall into the long and
medium time scales, respectively. Individual control mech-
anisms work well for their appropriate time-scales and they
cooperate with each other. Window flow control such as
TCP acts in the time scale of the round-trip delay. In high-
speed networks, since a lot of packets are being transmitted
on links, control delay greatly affects the performance. Our
target is a time-scale shorter than the RTT. The left and right
hand sides of Fig. 15 show appropriate classification, with
and without packet shaping, respectively. Determination of
the packet rate at the boundary node, based only on the in-
formation available for the node, can be applied to decision-
making in a time-scale as short as that achieved by DFC.
Moreover, this application of this rule is essential in achiev-
ing appropriate diffusion of packet density. Therefore, the
boundary condition for determining the packet rate should
be included in the framework of DFC.

applying packet shaping is not mandatory and we expect the
combination of DFC and other control mechanisms also to
work well.

This paper has not addressed the use of TCP flow con-
trol for the end-to-end flow, and we should verify the com-
patibility and complementarity of DFC with TCP or other
higher-layer protocols. In addition, another residual issue
for applying DFC to real networks is its applicability to mul-
tiple flows. This paper has focused on issues resulting from
a single flow, but we should take the existence of other traf-
fic into consideration. Combining fair queueing mechanism
with DFC might be a promising approach to solve this issue.

The issues are areas for further study in extending the
application of DFC.
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