IEICE TRANS. COMMUN., VOL.E85-B, NO.8 AUGUST 2002

1469

[PAPER
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of Stationarity and Zipf-Type Distributions

Masaki AIDAT and Tetsuya ABE'", Regular Members

SUMMARY  This paper investigates the stochastic property
of packet destinations in order to describe Internet access pat-
terns. If we assume a sort of stationary condition for the ad-
dress generation process, the process is an LRU stack model.
Although the LRU stack model gives appropriate descriptions
of address generation on a medium/long time-scale, address se-
quences generated from the LRU stack model do not reproduce
Zipf-type distributions, which appear frequently in Internet ac-
cess patterns. This implies that the address generation behav-
ior on a short time-scale has a strong influence on the shape of
the distributions that describe frequency of address appearances.
This paper proposes an address generation algorithm that does
not meet the stationary condition on the short time-scale, but
restores it on the medium/long time-scale, and shows that the
proposed algorithm reproduces Zipf-type distributions.

key words: Internet, destination address, LRU stack, Zipf’s
law, caching

1. Introduction

To evaluate the performance and quality of service
(QoS) of Internet-type networks, it is necessary to un-
derstand the stochastic properties of traffic character-
istics and construct an appropriate model. The impor-
tant nature of Internet traffic patterns is categorized
by two types of characteristics [1],[2]. One concerns
the volume of traffic. This includes the interarrival dis-
tribution of packets and the packet length distribution.
They have been investigated in [3], [4], and mainly in-
fluence the performance of the queueing mechanisms in
the networks. The other is the destinations of the traf-
fic. This includes the destinations of Internet accesses
as well as packets. They mainly influence the perfor-
mance of the caching mechanisms in the networks. This
paper focuses on the latter issues.

The fact that computer memory references exhibit
locality behavior is now well established [5]. Raj Jain
reported that frames on computer networks also ex-
hibit locality behavior in the destinations of packets
[1]. Since the cache performance is influenced by lo-
cality behavior, it is important for evaluating Internet
performance. In general, comparisons of the perfor-
mances of different caching mechanisms are conducted
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through trace-driven simulations [1], [6],[7]. These use
logs of actual Internet accesses as input traffic for the
simulation. Hence, we can reproduce a specific net-
work traffic situation by using trace-driven simulation,
but cannot obtain information about other types of net-
works. Aida and Abe [8], [9] investigated the stochastic
properties of Internet access patterns and showed the
stochastic process that describes Internet access des-
tinations by assuming the process is stationary. More
precisely, if we assume a stationary condition for the ad-
dress generation process, the process is a least recently
used (LRU) stack model. Simultaneously, this model
can describe locality behavior (especially, temporal lo-
cality) in Internet access patterns. Many experimental
data support the stationary condition of the process
and the process accurately gives cache performance for
various Internet access patterns.

On the other hand, it is well known that Internet
access destinations exhibit concentrated distributions
[2], [7], [10]. For example, only some of the destinations
appear very frequently. Such distributions are charac-
terized by Zipf-type distributions and appear frequently
in various Internet access patterns.

Unfortunately, the LRU stack model shown in [8],
[9] does not reproduce Zipf-type distributions. In other
words, the stationary condition and the Zipf-type dis-
tributions are not compatible in the present model.

If our purpose is only reproduction of Zipf-type
distributions, we can take the independent reference
model, which is a simple and primitive model for Inter-
net access patterns. This model assumes accesses are
independent. The probability that a new access has ad-
dress i is determined by address ¢ and the probability
is denoted as p;. Accessed address sequence is gener-
ated by i.i.d. and the distribution p;. Because recently
accessed address do not give any information about the
next address, the independent reference model cannot
capture temporal locality [1]. So, the model cannot give
appropriate cache performance. Although this model
may reproduce Zipf-type distributions by using Zipf-
type distribution p;, it is insufficient model that de-
scribes Internet access patterns.

This paper investigates the stochastic property of
packet destinations in order to allow the coexistence
of the stationary condition and Zipf-type distributions.
Although the pseudo-address sequences generated from
the LRU stack model do not reproduce Zipf-type dis-



1470

tributions, we can recognize that the LRU stack model
gives appropriate descriptions of address generation on
the medium/long time-scale. This property implies
that the address generation behavior on the short time-
scale has a strong influence on the shape of the distri-
butions that describe the frequency of address appear-
ances. This paper proposes an address generation algo-
rithm that does not meet the stationary condition on
the short time-scale, but restores it on the medium/long
time-scale, and shows that the proposed algorithm re-
produces the Zipf-type distributions.

This paper is organized as follows.

In Sect. 2, we introduce the notions of the working-
set size, the inverse stack growth function (ISGF), and
the LRU stack model, used in computer memory refer-
ence, in order to describe the destination address gen-
erations.

In Sect. 3, we investigate Internet accesses patterns
with respect to both working-set size behaviors and
the distributions of packet destination addresses. This
section shows that actual Internet access patterns are
characterized by the behavior of ISGF and Zipf-type
distributions.

In Sect.4, we assume that the ISGF is station-
ary, and investigate the characteristics of the pseudo-
address sequence obtained from the stationary address
generation process described by an LRU stack model.
This section shows that the stationary address genera-
tion process cannot reproduce Zipf-type distributions.

In Sect. 5, we introduce a weak stationary condi-
tion into the ISGF, and propose a new address genera-
tion process that meets the stationary condition on the
medium/long time-scale.

In Sect. 6, we show that the proposed address gen-
eration process shown in Sect. 5 reproduces the charac-
teristics of actual Internet access patterns described in
Sect. 3: both the working-set behaviors and Zipf-type
distributions appear in actual Internet access patterns.

2. Notation and Definitions

Internet access behaviors involve similar issues to com-
puter memory reference patterns. We, therefore, base
the framework for Internet access models, on well-
known notions in computer memory access models.

Time t is incremented to ¢t + 1 when an access oc-
curs, and t = 0,£1,£2,....

e Working Set: W (t, )
The set whose elements are distinct addresses gen-
erated during a period [t —7,t) (i.e., {t —T,t — 7+
1,...,t —1}). For 7 < 0, the period is (¢,t — 7].

o Working Set Size: w(t, T)
Size of a working set W (¢, 7), i.e., the number of
elements of W(t, 1),

w(t, )= |W(t,7)|. (1)
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e Inverse Stack Growth Function (ISGF) [5]: f(¢,7)
The expectation value of the number of distinct
addresses generated during a period (¢, ¢ + 7],

f(t,7) = E[w(t,—7)]. (2)

In addition, stack growth function (SGF), g(¢, k),
denotes the expectation value of the number of ac-
cesses such that the number of distinct addresses

is k, i.e.,
fie, )=k < glt,k)=7, or (3)
g=1" (4)

Note that because ISGF f is defined only for inte-
gers, SGF g cannot be defined directly. The consis-
tent way to obtain the relationship between ISGF
and SGF is shown in [5]. Hereafter, we regard
ISGF and SGF as functions defined for real num-
bers with respect to 7 and k, respectively.

e Least Recently Used (LRU) stack model [11]
In computer memory references, it is well known
that the concept about the locality of a reference
pattern appears. The locality (especially, temporal
locality) implies a high probability of reuse. The
LRU stack model is one computer memory refer-
ence model that can describe temporal locality.
An LRU stack is a list of addresses sorted in order
according to the times of their most recent access.
The most recently accessed address is at the top of
the stack and the least recently accessed address
is at the bottom. The probability that the newly
accessed address is the same as the address at the
k-th position in the LRU stack is determined by
position k, and its probability is denoted as ay.
Usually, aj, decreases as k increases. Because the
most recently accessed address is at the top of the
LRU stack, there is a high probability that the next
address to be accessed will be the same.

3. Characteristics of Internet Access Patterns

This section gives a brief review of the characteristics of
Internet access patterns: the working-set behavior and
destination address distributions. We investigated ac-
cess logs of a proxy server at NTT Laboratories. They
covered 15 successive days in March 1997 when there
were 351,968 accesses.

3.1 Working Set Size Behaviors and Time-Translation
Invariance of ISGF

The characteristics of the working-set size behaviors for
Internet access patterns have been investigated in [§],
[9].

Figure 1 shows the relationship between working
set size, w(t,—7), and the number of accesses, T, for
the destination IP addresses on a log-log scale. Lines
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Fig.1 Working set size behaviors of destination IP addresses
(NTT Labs., March 1997).

indicate w(t, —7) for t = 0, 2 x 10°, and 4 x 10°, re-
spectively.
This figure reveals two characteristics:

e w(t,—7) is independent of ¢ for large 7.
e w(t,—7) exhibits a power law behavior with re-
spect to 7 for large 7.

From the law of large numbers, asymptotic behavior of
the working set size can be related to the behavior of
ISGF, as

w(t,—7) ~ f(t,T) (r>1), (5)

where F(z) ~ G(z) means lim, .o F(2)/G(z) =
1.  Thus, the first characteristic implies the time-
translation invariance of ISGF, for any ¢ and s,

ft,r)=f(s,7)  (r>1), (6)

at least in the asymptotic region, 7 > 1. Similarly,
the second characteristic implies that f(¢,7) satisfies a
power law with respect to 7 for 7 > 1,

fl,7)~1° (r>1), (7)

where « is a constant. A power law behavior of ISGF
is known in computer memory access [5].

These properties are widely applicable, e.g., for ac-
cess networks, backbone networks, at a WWW server,
and for the destination IP addresses and URLs [8], [9].

3.2 Destination Address Distributions

It is well known that the destination addresses or URLs
are characterized by Zipf-type distributions [2], [3], [6],
[7], [10]. (strictly, some of them are Lotoka-type distri-
butions [12]).

Figures 2 and 3 show Zipf-type plots of the desti-
nation IP addresses.
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Fig.2 Lotoka-type plot of the destination IP addresses.
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Fig.3 Zipf-type plot of the destination IP addresses.

In Fig. 2, the horizontal axis denotes the frequency
n of appearances (the number of accesses). The vertical
axis denotes the number of addresses that appeared n
times. This figure exhibits linearity on the log-log scale
for small n. This is called Lotoka’s law or Zipf’s 2nd law
and means that many addresses have a low frequency
of appearances.

In Fig. 3, the horizontal axis denotes the rank or-
der m of addresses where all addresses are sorted in de-
scending order according to the frequencies of appear-
ances. The vertical axis denotes the frequency of the
corresponding address appearances (the number of ac-
cesses). This figure also exhibits linearity on the log-log
scale for small m. This is called Zipf’s law and means
that only some of the addresses appear very frequently.

In this paper, both Lotoka’s and Zipf’s laws are
called Zipf-type distributions.
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4. Address Generation Process and Stationar-
ity

In this section, we show the stationary process of
address generation whose ISGF f satisfies the time-
translation invariance, and investigate the characteris-
tics of the generated pseudo-address sequence.

4.1 Assumption

From the discussion in Sect.3 based on experimental
data, it is natural to assume the following property of
ISGF for all 7.

Time-translation invariance:
ISGF f(t,7) is independent of the time ¢ that de-
notes the time when we start to measure address
generation. For any t, s,

f(t77—) = f(SvT)‘ (8)

From this assumption, we denote f(7) := f(¢t,7)
and g(k) := g(t, k) .

We assume this in order to produce a stationary process
of address generation. Although (6) has the restriction
on 7, (8) is assumed for all 7.

4.2 Stationary Address Generation Process

First, we introduce the probability a; as

ar = {f(g(k=1) +1) = (k= 1)}
—{f(g(k) +1) - k}. (9)

Our previous studies [8],[9] showed that the address
generation process is described by the LRU stack model
that has probability ai for selecting the k-th position
on the LRU stack, if and only if the ISGF is time-
translation invariant (8). This means that the proba-
bility that a newly accessed address X is identical with
the most recently accessed address is a1, the probability
that X is identical with the 2nd most recently accessed
address is ag, ..., and the probability that X is identi-
cal with the k-th most recently accessed address is ag.
The derivation of (9) is described in Appendix A.

4.3 Address Generation Algorithm

This subsection shows an address generation algorithm
based on the LRU stack model mentioned above. This
algorithm gives a pseudo-address sequence, a sequence
of integers [8], [9].

We define the generative LRU stack vector L(i, m)
as follows. At the time immediately before the i-th
(i=0,1,2,...) address generation, we denote the most
recently accessed address as x1, the 2nd most recently
accessed address as xo, ..., and the k-th most recently
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accessed address as x;. Then
L(i,m) :={x1,22,...,Tm} (10)

Here, the number of components of L(i, m), m, is called
the depth of L(¢,m). Initially, the depth is chosen as
0, i.e., m = 0 for L(0,0). Then m means the number
of distinct address generations.

Let X; denote the address of the i-th access. Ad-
dress sequence {X;;i = 0,1,2,...} is generated by the
following procedure.

1. Initially, we choose Xo = 1, L(1,1) = {1} and
1=1.

2. Determine the number j as a realization of the i.i.d.
random variable J that obeys the distribution

Pr{J=k}=a, (k=1,23,..), (11)

by using (9).
3. For the depth m of L(i,m), if m < j, then assign
the address of new access as

Xi=m+1, (12)

and update L(i+1,m+1) and increment ¢ — i+1.
Return to 2.

4. For the depth m of L(¢,m), if m > j, then assign
the address of the new access as

Xl' :il,'j, (13)

and update L(i + 1, m) and increment ¢ «— i + 1.
Return to 2.

Because the number j can be obtained using a binary
search algorithm, high-speed address generation is pos-
sible (see Appendix B).

4.4 Destination Address Distributions

This subsection shows the distributions of the pseudo-
address sequence obtained from the above mentioned
LRU stack model that satisfies the time-translation in-
variance of ISGF (8). We use the specific expression of
ISGF as

flr) =77, (14)

for all 7 and set @ = 2/3 from graphical observation
of Fig.1. Then, the form of the probability (9) is ex-
pressed as

ar = {(k =1+ 1) = (k= 1)}
- {(k””‘ﬂ)a—k}. (15)

Figures 4 and 5 show Lotoka-type and Zipf-type plots
for the pseudo-address sequence, respectively. The
length of the pseudo-address sequence is 350,000. They
are drawn to the same scale as Figs. 2 and 3 for ease of
comparison.
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satisfying the time-translation invariance (8).
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Fig.5 Zipf-type plot of the pseudo-address sequence satisfying
the time-translation invariance (8).

Unlike Figs.2 and 3, Figs.4 and 5 do not exhibit
the concentration of appearance frequencies. This is
because the LRU stack model is democratic for all ad-
dresses in the sense that the probability of an address
generation is determined only by the present stack posi-
tion at the LRU stack. Therefore, the shape of the Zipf-
type distributions are not reproduced from the LRU
stack model.

There are probably two reasons why the LRU stack
model mentioned above cannot reproduce Zipf-type dis-
tributions. They are related to:

e Assuming the time-translation invariance (8) of
ISGF.
e Assuming (14) in (15).

Equations (8) and (14) are only asymptotic properties.
The time-translation invariance seems to be a natural
assumption. Without this assumption, the structure of
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the address generations loses the Markovian property
whose state is described by the generative LRU stack
vector. This may cause a situation where complicated
approaches are required. In particular, Fig. 1 gives the
validation of (6) which is the time-translation invari-
ance of ISGF at least in the asymptotic region 7 > 1.
On the other hand, it is preferable to have the power
law adopted for ISGF replaced by a stricter relation-
ship. However, the behavior of ISGF is probably not
essential to reproduce Zipf-type distributions.

Hereafter, we introduce violations of (8) and (14)
into our model, and try to support the coexistence of
stationarity and Zipf-type distributions.

5. Address Generation Process with Asymp-
totic Time-Translation Invariance

5.1 Approach

Let us consider the partial violation of the time-
translation invariance (8) for small 7. Figure 1 does
not validate (8) for small 7. So we use the asymptotic
time-translation invariance (6), and try to modify the
address generation process in order to reproduce a Zipf-
type distribution.

The strict time-translation invariance is valid if
and only if the generation process is the LRU stack
model with probability (9). Therefore, if we use any-
thing except the LRU stack model, the time-translation
invariance (8) is naturally violated. This means that we
have many possibilities for constructing the extended
address generation process. Hereafter, we impose the
following three requirements, and introduce the viola-
tion of the time-translation invariance into our address
generation model.

e On the medium/long time-scale, the model be-
haves the same as the LRU stack model described
in Sect. 4.2.

e On the short time-scale, the model has different be-
havior from the LRU stack model, but its structure
can be adjusted to the LRU stack model described
in Sect. 4.2.

e Only some of the addresses appear very frequently.

We take these three requirements into considera-
tion and construct the extended model.

First, the probability (9) that the k-th stack posi-
tion is selected is rewritten as

ar = {f(n(k)) = f(n(k) - 1)}
—{f(n(k+1)) = fln(k+1) -1},  (16)

where n(k) denotes that there have been n(k) accesses
since the time when the address at the k-th position of
the LRU stack most recently appeared, and n(1) = 1.
Because, for k> 1,

nk)~gk—1)+1 (k>1), (17)
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Fig.6 Relationship between n(k) and g(k — 1).

(16) is equivalent to (9) for k£ > 1 (see Fig.6), and the
LRU stack models using (16) and (9) show the same
behavior for k£ > 1. The expression of the probability
(16) in k > 1 is for an easy connection to the probabil-
ity on a short time-scale, as shown below.

Next, we introduce a threshold parameter x to sep-
arate the time scale into short and medium/long. If
the stack position & selected by the probability (16) is
k > K, the address generation obeys the ordinary LRU
stack model. If & < k, let us consider the probability
an, which denotes the probability that a new access has
the same address as appeared n access ago. By natural
rewriting of (16), we assume

an = {f(n) = f(n-1)}
—{f(n+1) = f(n)}. (18)

The relationship between (16) and (18) can be written
as follows. For k < k,

n(k+1)—1

ar= Y Gn (19)

n=n(k)
For example,

a]; = al +a’2+"'+6n(2)715 (20)
ag = an(g) + 6n(2)+1 + -+ 6n(3)71a (21)

and so on. The subscript &k of a; denotes a stack posi-
tion of the LRU stack, but the subscript n of a,, denotes
the number of accesses that shows a new access has the
same address as appeared n access ago. Since probabil-
ity (18) is not in the form of (9), the address generation
process by (18) is not an LRU stack model and it is not
time translation invariant. From another viewpoint,
(18) is the probability of selecting the n-th stack po-
sition in an LRU stack, if all generated addresses are
mutually different and thus the LRU stack has the com-
plete list of all generated addresses. Figure 7 shows the
relationship between the complete list of all generated
addresses and the LRU stack. The complete list in-
cludes the same address but the LRU stack does not.
Figure 8 shows an example of the generated address ac-
cording to (16) or (18). For k < k,i.e.,n <n(k+1)—1,
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Fig.8 Example of address generation for the proposed model.

(20) and (21) are

ayp = 51 + 527 (22)
ag = 53+64 +55 +56, (23)

in an example of Fig.8. On the short time-scale, mul-
tiple appearances of the addresses cause strong auto-
correlation. This structure allows frequently accessed
addresses to have an extremely high frequency.

5.2 Separation of Time Scale

This section shows a way to determine the value
of k, which separates the time scale into short and
medium/long. To examine ISGF behaviors in detail,
we utilize the cache performance for the LRU cache.
This is because the cache miss ratio for the LRU cache
is closely related to the ISGF behavior.

As shown in [2], [8], the theoretical value of cache
miss ratio for LRU is obtained through the following
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formula. For LRU cache, the cache miss ratio, Py, is
given by
1
PL = ’
g(k+1) —g(k)
where k denotes the capacity of the cache (the number
of address entries). Therefore, ISGF (or SGF) com-
pletely determines the cache miss ratio. Applying the
power law (14), we have
1
(k+ 1)t/ — fl/e’

(24)

Pr =

(25)

We show the cache miss ratio obtained from sim-
ulation with the pseudo-address sequence generated by
the stationary address generation algorithm as input,
and compare it with the results of trace-driven simu-
lation and theoretical values. The pseudo-address se-
quence and the theoretical value are obtained by using
the power law (14) with o = 2/3 from graphical ob-
servation of Fig.1. The data used in the trace-driven
simulation was the same access logs as used in Sect. 3.

Figure 9 shows the relationship between cache miss
ratio and the LRU cache capacity. The horizontal axis
denotes the cache capacity and the vertical axis de-
notes the cache miss ratio. The black plots denote re-
sults from trace-driven simulation and the white ones
denote results from the LRU stack model. The solid
line denotes theoretical values. This figure shows that
the stationary address generation algorithm gives a de-
pendable evaluation in particular for large cache ca-
pacity k£ > 1. This means that the asymptotic time-
translation invariance (6) is re-validated. On the other
hand, for k ~ 1, there is a difference between the val-
ues obtained from the trace-driven simulation and those
obtained from the pseudo-address sequence. This dif-
ference implies the violation of the time-translation in-
variance of ISGF on the short time-scale. The value of
k ranges from about 1000 to a few hundred.

1
>—"| = access logs
[
= o LRU stack model
=
-
2 — theory
g 0.1 f\\ﬂ\f
2
g "
O LIRS
0.01
0.001
10 100 1000 10000
Cache capacity, k
Fig.9 Relationships between the cache miss ratio and the LRU

cache capacity.
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5.3 Proposed Address Generation Algorithm

This subsection shows an extension of the stationary
address generation algorithm. The extension is car-
ried out according to the three requirements shown in
Sect. 5.1.

We define the generative LRU stack vector L(i, m)
as follows. At the time immediately before the i-th
(i=0,1,2,...) address generation, we denote the most
recently accessed address as x1, the 2nd most recently
accessed address as xo, ..., and the k-th most recently
accessed address as x;. Then

S T} (26)

In addition, we define another vector N(i,m), whose
k-th component denotes that there have been n(k) ac-
cesses since the time when the address at the k-th com-
ponent of the generative LRU stack vector L(i, m) was
last accessed.

N(i,m) :={n(1),n(2),...,n(m)} (27)

Here, the number of components of L(i,m) and
N(i,m), m, is called the depth of L(i,m) and N(i,m).
Initially, the depth is chosen as 0, i.e., m = 0 for L(0,0)
and N(0,0). Then m means the number of distinct ad-
dress generations.

Let X; denote the address of the i-th access. We
define the generative address vector X(4) as follows. At
the time immediately before the i-th (i = 0,1,2,...)
address generation, X(7) has the generated addresses
in the past as its components,

, Xi—1} (28)

L(z,m) := {x1, 2, ..

X(’L) = {Xo, Xl, ‘e

Address sequence {X;;i = 0,1,2,...} is generated by
the following procedure.
1. Initially, we choose Xy = 1, L(1,1) = {1} and
i=1.
2. Determine the number j as a realization of the i.i.d.
random variable J that obeys the distribution

Pr{J=k}l=a, (k=1,2,3,..), (29

by using (16).
3. For the depth m of L(i,m), if m < j, then assign
the address of the new access as

Xl' :m+1, (30)

and update both L(i+1, m+1) and N(i+1,m+1),
and increment i < ¢ + 1. Return to 2.

4. For the depth m of L(i,m), if m > j and j > k,
then assign the address of the new access as

Xi = Zj, (31)

and update both L(¢+1,m+1) and N(i+1,m+1),
and increment 7 < 7 + 1. Return to 2.
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5. For the depth m of L(i,m), if m > j and j < &,
then determine the number [ as a realization of the
i.i.d. random variable L that obeys the distribu-
tion

Pr{L =n}=a, (n=1,2,3,...), (32)

by using (18). Next, assign the address of the new
access as

X; = Xi_y, (33)

(where X, _; is a component of X(i)) and update
both L(i 4+ 1,m + 1) and N(i + 1,m + 1), and in-
crement ¢ < ¢ + 1. Return to 2.

Because the numbers j and [ can be obtained using a
binary search algorithm, high-speed address generation
is possible.

6. Experimental Results

First, we investigate the working-set size behaviors of
the pseudo-address sequence obtained from the genera-
tion algorithm described in Sect.5.3. Here, f in (16)
and (18) is assumed to be the power law (14) with
the parameter « = 2/3. In addition, from the result
of Sect. 5.2, we set the threshold parameter x = 1000.
Figure 10 shows the relationship between working set
size, w(t,—7), and the number of accesses, 7, for the
destination TP addresses on a log-log scale. Lines indi-
cate w(t,—7) for t = 4 x 10%, 8 x 10°, and 1.2 x 107,
respectively.

This figure has the same characteristics as Fig. 1.
From the law of large numbers (5), the asymptotic be-
havior of the ISGF has the properties of

e Time-translation invariance and
e Power law behavior.
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B AR f t = 8.0E+6
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3
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Number of accesses, T
Fig.10 Working-set behaviors of the pseudo-address sequence

obtained from the proposed algorithm.
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Figures 11 and 12 show Lotoka-type and Zipf-type
plots, respectively, for the pseudo-address sequence ob-
tained from the proposed algorithm. The length of the
pseudo-address sequence is 350,000. They are drawn to
the same scale as Figs. 2 and 3 for ease of comparison.
Like Figs. 2 and 3, Figs. 11 and 12 exhibit a concentra-
tion of the appearance frequencies and reproduce the
Zipf-type distributions.

7. Conclusions

In this paper, we have investigated an address genera-
tion process that can reproduce Zipf-type distributions.

Both stationarity and Zipf-type distributions fre-
quently appear in Internet access patterns. If we as-
sume the stationary condition as the time-translation
invariance of ISGF, the address generation process
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Fig.11 Lotoka-type plot of the pseudo-address sequence

obtained from the proposed algorithm.
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Fig.12 Zipf-type plot of the pseudo-address sequence obtained

from the proposed algorithm.
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cannot reproduce Zipf-type distributions. From the
cache performance, the time-translation invariance on
the medium/long time-scale is a reasonable assump-
tion. So, we introduce two structures into our model:
one is violation of the invariance relationship on the
short time-scale and the other is its restoration on the
medium/long time-scale. Based on these structures, we
propose a new address generation algorithm.

The time-translation invariance of the proposed al-
gorithm is restored on the medium/long time-scale, and
Zipf-type distributions appear. Since the way of violat-
ing the time-translation invariance is not unique, the
proposed algorithm is one of several possibilities. How-
ever, we note the following two significant points.

e Symmetry breaking on a short time-scale strongly
affects the distribution of the long-time sequence.

e Zipf-type distributions are compatible with sta-
tionality on the medium/long time-scale.
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Appendix A: Address Generation Probability
We consider three adjacent periods A, B, and C
(Fig. A-1). Let the sets of distinct addresses generated
in these periods, i.e., working set, be W(A), W(B),
and W(C), respectively. Figure A-2 denotes Venn’s
diagram of these working sets.

Here, we focus on the subset W* whose elements
are also elements of both W (A) and W (C'), but are not
elements of W (B), i.e., the hatched part in Fig. A2,

W= {W(A)NW(C)}\ W(B). (A1)
The size of W* is obtained as
(W*| = W (A) nW(C)} \ W(B)|
={w(B)uW(C)| - W(B)[}
—{W(A)uw(B)LUW(C)|
— [W(A) UW(B)[}. (A-2)

We can choose m, n and 1 accesses as the periods A,
B, and C, respectively (Fig. A-3). Then we have
(W =A{w(t,n+1) —w(t —1,n)}
—{w(t,n+m+1)—wt—1,n+m)}.
(A-3)

Applying the time-translation invariance (8), we have

E[W*] = {f(=(n+1)) = f(=n)}
—{f(=(n+m+1)) = f(=(n+m))}
={f(n+1)—f(n)}
—{f(n+m+1)— f(n+m)}. (A-4)

The physical meanings of E [|[W*|] are as follows. |W*|

Fig. A-1 Time intervals A, B and C.

Fig. A-2 Venn’s diagram of working sets.
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n accCesses
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is 1 only when the address X generated at a time (pe-
riod C) is not in W(B) but in W(A). Otherwise, |[W*|
is 0. Thus, |W*| is a random variable and can be de-
noted using indicator function 1{-} by

(W =1{X ¢ W(B),X € W(A)}. (A-5)
Therefore, E [[W*|] means the probability of [W*| =1

(the expectation of an indicator function is a probabil-
ity),

BW*| = Pr{X g W(B),X e W(A)}.  (A-6)

Next, we choose n such as f(n) = k—1 (k =
1,2,...) and choose m such as f(n 4+ m) = k. Substi-
tuting n = g(k — 1) and n + m = g(k), (A-4) gives

E[WH = {f(gk-1)+1) - (-1}
—{f(g(k) +1) = k}. (A-7)

Equation (A-7) means the probability that the newly
accessed address, X, is identical with the k-th most
recently accessed address.

Address generation probability:
Here, we define ay, as

ap = {flg(k =1 +1) = (k= 1)}
—{f(g(k) +1) — k}. (A-8)

This means that the probability that X is identi-
cal with the most recently accessed address is aq,
the probability that X is identical with the 2nd
most recently accessed address is ag, ..., and the
probability that X is identical with the k-th most
recently accessed address is ax. In other words, ad-
dress generation must obey the LRU stack model
whose probability is (A-8).

Appendix B: Determination of the Number j

This section shows a way to determine the number j as
a realization of the i.i.d. random variable J that obeys
the distribution

Pr{J =k} = {f(g(k —1) +1) — (k— 1)}
— {f(g(k) +1) — K}
(k=1,2,3,...). (A-9)

Because f(g(k) + 1) — k decreases with respect to
k and

flg(0)+1)-0=1, (A-10)
Jim fg(k) +1) =k =0, (A-11)

the following simple procedure is applicable. Let & be
a realization of the i.i.d. random variable that is uni-
formly distributed on [0,1]. If a number k& satisfies

flg(k)+1)—k<€<f(g(k=1)+1)—(k—1), (A-12)
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Fig. A-4

Searching for the number k satisfies (A-12).

then we can determine j = k (see Fig. A-4). Thus, we
can determine the number j by using a binary search
algorithm comparing & with f(g(k) + 1) — k for appro-
priate ks.
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