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[PAPER

Real-Time CAC for ATM Multiple Service Categories

Using Allan Variance

SUMMARY  This paper describes a real-time connection ad-
mission control scheme for supporting multiple service categories.
The scheme is based on a real-time cell-loss ratio evaluation al-
gorithm for VBR based on peak/sustainable cell rates and max-
imum burst size. The algorithm is based on a notion of Allan
variance of VP utilization. The most remarkable characteristics
of the admission control scheme are that it terminates within con-
stant time, a few milliseconds, and that its time is independent
of both the number of VCs and the capacity of a cell buffer.
key words: ATM, CAC, service category, Allan variance

1. Introduction

Asynchronous Transfer Mode (ATM) networks take ad-
vantage of the statistical behavior of sources with differ-
ent traffic characteristics to efficiently share transmission
resources through statistical multiplexing. Thus, they
must be able to guarantee Quality of Service (QoS) for
these types of traffic. To enable the support of different
types of source traffic generated by a variety of applica-
tions, there are several service categories. QoS control
schemes should support the individual service categories
that are available through the ATM networks. Since,
in general, the quality of a Virtual Channel (VC) is af-
fected by other VCs in the same and in other service cat-
egories, traffic control should support multiple service
categories. A Connection Admission Control (CAC)
that supports multiple service categories is particularly
important for guaranteeing QoS.

In the CAC model described in this paper, a user
specifies a service category and anticipated traffic char-
acteristics at the time a VC is set up by using a source
traffic descriptor (Fig.1). The CAC section of each
Virtual Path (VP) determines whether the network re-
sources for the VC are sufficient or not, based on QoS
standards and traffic descriptors. If there are not enough
network resources available, the VC is rejected. Other-
wise, the VC is accepted. '

A CAC should satisfy the following four require-
ments:

e It should be simple so as to reduce network cost.

e It should be fast enough to make real-time deci-
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sions.
o It should support ATM multiple service categories.
e [t should enable efficient utilization of networks.

CAC schemes are categorized into two classes.
One is CAC using measurements of the actual cell
stream[15],[16]. The other is based only on traffic con-
tract parameters[9],[12],[13]. The cost of CAC net-
works based on measurements of the actual cell stream
becomes higher than that of CAC networks that are
based only on traffic contract parameters, e.g., GCRA
parameters [1]. This paper, thus, focuses on a CAC
scheme based only on GCRA parameters.

Contract-parameter based CAC schemes{9],[12],
[13] are simple and require relatively light-weight cal-
culations. This characteristic is necessary for making
real-time decisions. In addition, they can be easily
extended to under an environment of multiple prior-
ity classes[9],[14]. This characteristic is necessary for
supporting multiple service categories of ATM. How-
ever, since they assume a buffer-less model [9] or a long
burst-length limit[3],[12],[13], they do not give effi-
cient utilization of networks.

In previously published works[5],[6], the author
proposed real-time CAC schemes suitable for an envi-
ronment in which multiple service categories are avail-
able. These schemes are based on a real-time cell-loss ra-
tio (CLR) evaluation algorithm, and can support Con-
stant Bit Rate (CBR), both real-time and non-real-time
Variable Bit Rate (VBR), Available Bit Rate (ABR),
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Fig. 1  Configuration of CAC sections.
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and Unspecified Bit Rate (UBR)[2]. The most re-
markable characteristics of these schemes are that they
terminate within a few milliseconds and are indepen-
dent of the number of VCs. However, in [5],[6],
CLR evaluation processes of VBRs are based only on
peak/sustainable cell rates (PCR, SCR), and this is
valid only when the cell buffers have small capacity.
Many recent major ATM applications, however, are
data services and thus the cell buffers in ATM switches
have large capacity. It is therefore necessary to take
the buffer capacity and maximum burst size (MBS) into
consideration in order to achieve efficient utilization of
networks.

This paper describes a new CAC scheme that can
take the relationship between the buffer capacity and
MBS into consideration to achieve efficient utilization
of networks. This scheme is an extension of the previ-
ously reported schemes[5],[6], and is based on an effi-
cient real-time CLR evaluation algorithm [7]. The new
CAC scheme satisfies each of the four requirements re-
ferred to earlier in this section.

This paper is organized as follows: In Sect.2, we
define the terminology and show the real-time CLR
evaluation scheme used in this paper. Real-time CLR
evaluation for each service category is explained in
Sect.3. Section 4 gives a framework of the real-time
CAC scheme that supports multiple service categories.
Finally, in Sect. 5, we show the efficiency of this scheme
through numerical examples. The accuracy of CLR
evaluation and the short processing time of the pro-
posed CAC are also discussed.

2. Background
2.1 Terminology

'Each transmission link can accommodate one or more
VPs. Each VP is assumed to have a rigid boundary, or
in other words, each VP is assigned a fixed bandwidth.
The transmission link may be used as one VP. Each VC
accommodated in the VP is assigned to one of several
service categories.

In the current work, we divided time into fixed-
length slots, each of which corresponds to an ATM cell’s
transmission time. The slot length is defined as L/C,
where L is the cell length [bits] and C is the capacity
of the VP [bps]. We adopt the slot length as a unit of
time.

Each VC in the VP is indexed by i. Some impor-
tant notations, used in this paper, are listed in Table 1.

2.2 Allan Variance of VP Utilization

Allan variance, originally introduced as a fluctuation
index for the frequency of an atomic clock[8], is de-
fined as the variance of finite-time average. It is closely
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Table 1
3¢ |Set of CBR VCs.
%7 |Set of real-time VBR VCs.
3" |Set of non-real-time VBR VCs.
P, |Peak Cell Rate (PCR) of the VC 4. [cells/slot]
S; |Sustainable Cell Rate (SCR) of the VBR VC i. [cells/slot]
B; |Maximum Burst Size (MBS) of the VBR VC i. [cells]

Notations.

-

.

related to spectrum analysis using the Fourier transfor-
mation[11].

Let us consider an observation of VP utilization
during a time period ¢. The observed value, denoted as
X(¢), is a finite-time average. If ¢ is large, X (¢) is close
to the real one E[X]. For small ¢, however, the observed
value fluctuates around E[X] in general. This is caused
by burstiness of traffic. We describe the burstiness using
Allan variance such as

E[(X(t) - BIX])’],

where this is a function of ¢.

There are n VBR VCs in a VP. Then we have three
parameters PCR P;, SCR S;, and MBS B; for each VC
i (1 =1,2,...,n). We assume that the traffic character-
istics of the VBR VCs comply with the GCRA specified
by the ATM Forum[1].

For the worst case evaluation of Allan variance,
source traffic of each VBR VC ¢ is limited to satisfy the
following three conditions:

e Actual maximum cell rate is PCR, P,
e Actual average cell rate is SCR, S;, and

e For an arbitrary time g, the bursts with the max-
imum length at the PCR are always included in
t > tg. This means the bursts always included in
the future traffic pattern.

We call the traffic patterns ceiling patterns, and define
the set of all ceiling patterns as S;.

For a ceiling pattern ¢ € S;, we define the aver-
age utilization of the VP caused by the VBR VC i, and
observed during successive time [0, 1), to be X;(¢,¢). Al-
lan variance [4] of the VP utilization with respect to the
VBR VC i is defined as

af(t) == sup B [(Xi(t,<) — Si)*] - (D
SES;

From[4], 02(¢) in asymptotic regions ¢ < 1 and ¢ > 1
can be evaluated by using only GCRA parameters of
the VC %, and for ¢t > 1,

ai(t) = O(t™?). 2
In the case that there is only one VC in the multiplexer,
no deformation of traffic pattern occurs. Therefore, the
Allan variance o?(t) with respect to VC 7 is approxi-

mately expressed as
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Next, we consider Allan variance of the VP utiliza-
tion o2(t) with respect to all aggregated VBR VCs ac-
commodated in the VP. From[4], asymptotic behaviors
of o?(t) are derived as follows: In the case of asymptotic
region t < 1,

It =CE)1-a(E), (<), (6)
where 2 denotes a set of VBR VCs, and

Ci(E) =) S (7

i€s
In the case of asymptotic region ¢ >> 1,

o2(t) L a(X)t72, (t> 1), (8)
where
a(%) = Z o )

ien
Hereafter, we assume, for the worst case, that (8) is an
equality, and

1 2
(D) = ; ZB, (10)
i€
The Allan variance o?(t) is, therefore, approximately
expressed as

Q(t) _ Cl(z) (1 - 01(2)), (t § T(E)):
g a(D)t2, (T(Z) < 1),
(11)
where
. a(X)
1= ¢ aE (-G (2

Here, let us briefly consider the physical meaning
of the time T'(X). For simplicity, let us consider the sit-
uation where there is sufficient cell buffer capacity and
no cell-loss occurs. In general, differing traffic patterns
of input/output at a switch are caused by traffic pattern
deformation at the multiplexer in the switch. Thus if we
count the number of incoming/outgoing cells during a
finite time interval ¢, the observed values are different.

If the input traffic patterns from these VCs are not
deformed at the multiplexer, and are mutually indepen-
dent, the Allan variance of the aggregated traffic is de-

noted as
Ss(-8),  (t=T(x),
2 (t) =1 iew _
a(X)t?, (T(Z) < t),

(13)
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(D)= |e=—t—. (14)

D Si(1-8y)

€Y

However, an actual Allan variance of aggregated traffic
is expressed as o2(t) by including the effect of traffic
deformation. Figure 2 shows an example of behaviors
of o%(t) x t? and 52(t) x t* with respect to t. Two times
T(%) and T(X) always satisfy

T(E) £ T(¥), (15)

where equality is valid if and only if there is one VC in
the multiplexer. The inequality is caused by the defor-
mation effect of traffic. Note that, from approximations
(11) and (13), 0?(t) and () are identical in¢ > T. We
can interpret that this means T characterizes the maxi-
mum length of the busy period at the multiplexer.

2.3 Real-Time CLR Evaluation Algorithm for VBR

The real-time CLR evaluation algorithm studied in [3]
gives an accurate upper-bound for CLR when only PCR
and SCR of each VC are available. This upper-bound
corresponds to a situation such that each VC has a very
long burst with respect to the capacity of a cell buffer.
The algorithm, therefore, can not take the relationship
between MBS and the capacity of a cell buffer into con-
sideration. This section shows a new real-time CLR
evaluation algorithm taking the relationship between
MBS and the capacity of a cell buffer into considera-
tion. To this end, our approach is to extend the al-
gorithm shown in [3] using Allan variance, but then
the characteristic of real-time calculation is retained in
a new algorithm. In this section, we show a real-time
CLR evaluation algorithm shown in [7] in a form suit-
able for extension to that for multiple service categories.
Basic concepts of the extension are as follows:

e It includes a modification of PCR to appropriate
value using SCR, MBS and the capacity of a cell
buffer.
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Fig. 2 Behaviors of o2(t).
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e In order to correct the number of lost cells, it uses
an evaluation of the maximum length of busy peri-
ods at the multiplexer obtained from characteristics
of Allan variance.

For VBR VCs, let us define the following parame-

ters:
Ca(B,T) = > S (Pi(T) — Sy), (16)
€D
Ca(S,T) ==Y Si (P(T) — Si) (Py(T) — 28y),
I€EXD
a7
where
_ PZ', (F P < B.i),
B(I)={ B TP —B .
T +5; Tp (I'P; = By),
(18)

and I' is a constant such that
:=K+1, (19)

when the output buffer in an ATM switch has K cell
places. Physical meanings of these parameters are as
follows: I P, denotes the maximum number of arriving
cells during a I'-slot interval. So, ZSZ- is a cell rate which
is the ratio of the maximum number of arriving cells
during a I'-slot interval to I". In order to take MBS and
the buffer capacity into consideration, we modify P; to
]31-. Cy and C5 mean normalized values of the second
and the third cumulants of the number of arriving cells
during a I'slot interval [3]. In this connection, C; of
Eq.(7) means the first cumulant of the number of ar-
riving cells during a I'-slot interval. In addition, we
define

—F NI

2HN(N +1)
where
Hy—1_ LFV3Z2N 1)
N-1
Fy =CoHy (1 —Cy), (22)
Gy =4C3 Hy (1 — Hy) (N +1), (23)

and N (= 4) is the number of iterations determined from
the target termination time for the calculation. From Cs
and Cp,, we define D as

D :=max(C3,CL). (24)

Thus, we obtain CLR evaluation B in the form

B(%,T) = C% exp (—A/R)

N-1 k
X kzzo (M—A+k)%, (25)

where
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2
R:= 022, A= %, §A:=Cy — A, (26)

and, using 7'(%), the maximum length of busy period
obtained from the Allan variance,

_ 14min(1,T/T(X)) (1-C1) —6A
N R

A , M=[AT,

27

where [z] denotes the minimum integer greater than or
equal to z. Here, the physical meaning of A is a factor
for correcting VP capacity. If busy period T'(X) is much
longer than the capacity of a buffer, then I'/T(X) ~ 0
and it is reduced to

RA=1- 684,

the same as in [3]. This is the case for long burst-
length limit based only on PCR and SCR or for small
buffer-capacity limit. In this case, if the number of cells
arriving during a I'-slot interval is greater than I', ar-
riving cells exceeding I' are considered to be lost. In
general, however, although the number of cells arriving
during a I'-slot interval exceeds I', all of the those cells
are not lost. min(1,I'/T(X)) (1 — C1) in (27) describes
how many cells can be carried forward to the next I'-slot
interval.

In the CLR evaluation formula (25), however, it is
necessary to calculate the factorial. This can be done
by using Stirling’s law,

logm! >~ (m -+ 1/2)logm — m + (1/2)log2x. (28)

Formula (25) gives a sufficiently accurate evalua-
tion for CLR[7]. Since formula (25) is in the same
mathematical form as the previous studied real-time
CLR evaluation in [3], the calculation time is constant
and is independent of both the number of VCs and the
capacity of the cell buffer. Formula (25) can be calcu-
lated using four parameters, C1(2), C2(%), C3(X), and
a(X). Calculation of these parameters requires only a
minimal amount of processing because these values can
be updated from previous values by applying a small
number of addition and subtraction operations.

3. CLR Evaluation for Individual VBR Category
3.1 Transmission Discipline of Cell Buffers

To support multiple service categories, it is necessary to
choose a transmission discipline at the output cell buffer
in an ATM switch. For easy implementation, we chose
a simple transmission discipline. This discipline should
support the five service categories: CBR, real-time VBR
(VBR-RT), non-real-time VBR (VBR-NRT), ABR, and
UBR. We assign a cell buffer to each service category
(Fig. 3) and assign deterministic capacity to each buffer.

Each buffer has a priority class for transmitting
cells which corresponds to its service category. Cells
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Fig. 3 Cell buffers in SW.

in one buffer can be transmitted only when there are
no cells waiting in a higher priority buffer. CBR has
the highest priority, followed by VBR-RT, VBR-NRT,
ABR, and UBR. This type of priority control is easy to
implement.

In this paper, we do not consider the QoS of the
best-effort classes (ABR, UBR). Hence, the CAC cor-
responding to the best-effort classes always accepts re-
quired connections, and it is not included in the re-
minder of this paper. In case of ABR, if support with
a non-zero minimum cell rate (MCR) is required, it
is necessary for evaluating the available bandwidth for
ABR. It is easy to extent and described in [6].

3.2 CLR Evaluation for VBR-RT

This section explains the real-time CLR evaluation for
VBR-RT. The concept behind the CLR evaluation for
VBR-RT is simple: Since CBR is the only service cate-
gory that has a higher priority than VBR-RT, we only
need to consider CBR and VBR-RT cells. Let the ca-
pacity of VBR-RT’s cell buffer be K,. We consider a
single cell-buffer model with capacity K,.. Our approx-
imation technique is to first calculate the CLR of the
single buffer for the combined cell flow of CBR and
VBR-RT. Then, we regard all the lost cells are belong-
ing to VBR-RT, and CLR is isolated for only VBR-RT
VCs from the mixed CLR. Concept of the approxima-
tion technique is same as in [5],[10]

To evaluate the CLR for VBR-RT using the CLR
evaluation algorithm mentioned in the previous section,
we set the parameters as follows:

I.=K,+1. (29)
For VBR-RT VCs, ]51» must be calculated using ...

Since we take both CBR and VBR-RT VCs into
account,

Ci(Zeu ). (30)
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Since there are no effects from CBR VCs, Cy and C;
are calculated using only VBR-RT VCs such that

OZ(EC U Ty) = Co(X7, 1), (31)
C3<Ec DI F'r) = 03(27"’ 1_‘7")' (32)

By putting these parameters into (25), the CLR evalua-
tion for VBR-RT B, is obtained as

Cy(ZeUsr)

B, =
Cy(Xr)

B(S°UXT,T,). (33)

3.3 CLR Evaluation for VBR-NRT

This section explains the real-time CLR evaluation for
VBR-NRT. Since both CBR and VBR-RT have higher
priorities than VBR-NRT, it is necessary to take CBR,
VBR-RT, and VBR-NRT cells into account. CBR cells
have the highest priority and VBR-RT cells have prior-
ity over the rest of the bandwidth. The remaining band-
width, i.e., not used by CBR and VBR-RT, can be used
by VBR-NRT cells. Let the capacity of VBR-NRT’s cell
buffer be K,,. We consider a single cell-buffer model
with capacity K,,. Similar to the VBR-RT case, we first
calculate the CLR of the single buffer for the combined
cell flow of CBR, VBR-RT and VBR-NRT. Then all
the lost cells are regarded as belonging to VBR-NRT,
and CLR is isolated for only VBR-NRT VCs from the
mixed CLR. ‘

To evaluate the CLR for VBR-NRT using the CLR
evaluation algorithm, we set the parameters as follows:

I, =K, +1. (34)

For VBR-NRT VCs, 15z must be calculated by using I',,.
Since we take CBR, VBR-RT, and VBR-NRT VCs
into account,

Cy(ZeUsr uUsm). (35)

Since there are no effects from CBR VCs, O, and Cj
are calculated by using only VBR-RT and VBR-NRT
VCs as
Co(Z°UX UX™T,) =Cy (X" UX™T,), (36)
C3(Z°UE"UXMT,) =C3(X"ux™TYy,). (37)
By putting these parameters into (25), the CLR evalua-
tion for VBR-NRT B,, is obtained as
B _ Ci(ZeU XU
" C1(Zm)

B(Z°USTUS™,T,).
(38)
4. CAC for Multiple Service Categories

This section explains the whole framework of real-time
CAC for multiple service categories and each CAC al-
gorithm corresponding to service category based on the
real-time CLR evaluation.
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4.1 Framework

The CAC section, corresponding to a VP, maintains the
information of the service category and traffic descrip-
tors of VCs already connected through the VP. Figure 4
illustrates the framework of a CAC section for support-
ing multiple service categories. At the time the VC is set
up, the CAC section, corresponding to VPs on the po-
tential route, obtains information, from the new VC, on
the service category and traffic descriptor. Each CAC
section checks the service category of the new VC and
assigns it to a CAC algorithm corresponding to its ser-
vice category (Fig.4).

The CAC algorithm determines whether the new
VC should be accepted or rejected based on the real-
time CLR evaluations. The VC is accepted if and only
if all CAC sections on the route can accept the VC, oth-
erwise it is rejected. The user is notified of the result.

The CAC decision-making process in each CAC
section is explained in the sections below.

4.2 CAC Algorithm for VBR-NRT

When the new VC must to be set up is in VBR-NRT,
the CAC algorithm for VBR-NRT calculates only the
CLR evaluation for VBR-NRT as shown in Sect. 3.3.

If the evaluated CLR for VBR-NRT is smaller than
or equal to the standard CLR, the new VC is accepted.
Otherwise, the VC is rejected (Fig. 5).

4.3 CAC Algorithm for VBR-RT

If the VC has to be set up in VBR-RT, the CAC algo-
rithm for VBR-RT calculates the CLR evaluations for
VBR-RT and VBR-NRT as shown in Sects. 3.2 and 3.3.
This is because the VC influences not only VBR-RT
VCs but also VBR-NRT VCs. Even if the new VC has
a higher priority than VBR-NRT VCs with respect to
cell transmission, the new VC must not violate the QoS
of VBR-NRT VCs that are already set up.

If the evaluated CLRs for VBR-RT and for VBR-
NRT are smaller than or equal to the standard CLRs
for VBR-RT and VBR-NRT, respectively, the new VC
is accepted. Otherwise, the VC is rejected (Fig. 5).

4.4 CAC Algorithm for CBR

When the new VC is in CBR, the CAC algorithm for
CBR calculates the CLR evaluations for VBR-RT and
VBR-NRT as shown in Sects. 3.2 and 3.3. In addition,
the CAC algorithm checks the total bandwidth occu-
pied by CBR. The reason for these procedures is the
same as that in the VBR-RT case.

If the total bandwidth occupied by CBR VCs in-
cluding the new VC is smaller than or equal to the
capacity of VP, the CAC algorithm calculates the CLR
evaluations for VBR-RT and VBR-NRT. Otherwise, the
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Fig. 5 Real-time CAC algorithm for each service category.

new VC is rejected. Next, if the evaluated CLRs for
VBR-RT and for VBR-NRT are smaller than or equal
to the standard CLRs for VBR-RT and VBR-NRT, re-
spectively, the new VC is accepted. Otherwise, the VC
is also rejected (Fig.5).

5. Numerical Examples

This section examines both the accuracy of our CLR
evaluations and the processing time for the proposed
CAC.

5.1 Accuracy of the CLR Evaluation Formula

Here we show the accuracy of evaluation formula (25)
by comparing some evaluations with simulation results.

For a single priority class, CLR evaluation (25)
gives a sufficiently accurate evaluation as shown in [7].




1738

Here, we examine the CLR evaluation of lower priority
cases (33) and (38) under an environment of multiple
priority classes.

We compare the CLR evaluations and simulation
results under the following conditions: There are two
types of VCs, VCI1 and VC2, where

e VCI: PCR = 25Mbps, SCR .= 5Mbps, MBS =
50 cells,

e VC2: PCR
100 cells,

Il

10 Mbps, SCR = 2Mbps, MBS =

in a 150-Mbps VP. Mixture ratios of the number of VCI
VCs to that of VC2 VCs are 1:1, 1:2, and 2:1. There
are two priority classes and one of the above VC types
is assigned priority. The transmission discipline is the
same as shown in Fig. 3. The capacities of high-priority
and low-priority buffers are 500 and 1000 cell places, re-
spectively.

We compare CLR evaluations for lower priority
VCs using Eq. (33) or (38) with simulation. The traffic
model for each VC, used in the simulation, is an ON-
OFF process modulated by a Markovian process, such
that the cell rate during the ON-period is PCR, the cell
rate during the OFF-period is 0, the average number of
cells in the ON-period is equal to MBS, and the average
length of OFF-period is determined by the average cell
rate to be SCR.

Figures 6 (a) and (b) show CLR evaluations when
the mixture ratio of VCs is 1:1. VCI has priority in (a)
and VC2 has priority in (b). The horizontal axis de-
notes VP utilization, and the vertical axis denotes eval-
vated and simulated CLRs for the lower-priority class.
Although for smaller CLRs, the gap between the pro-
posed evaluation method and the simulation result ap-

VP=150M

High-Priority: PCR=25M, SCR=5M, MBS=50

High-Priority Buffer: 500

Low-Priority: PCR=10M, SCR=2M, MBS=100 D Proposed
Low-Priority Buffer: 1000 algorithm
Mixture ratio HP-VC:LP-VP=1:1 {in # of conn)) ® Simulation

1.0E-00

1.0E-01 3~

1.0E-02 5

1.0E-03%-

1.0E-04

1.0E-05

1.0E-08
1.0E-07 /:i
1.0E-08

1.0E-09

1.0E-10
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(a) VCI has priority.
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pears to be significant, the gap in utilization is small
and the proposed CAC gives conservative decisions.

Figures 7 (a) and (b) show CLR evaluations when
the mixture ratio of VCs is 1:2. VCI has priority in (a)
and VC2 has priority in (b). The horizontal axis de-
notes VP utilization, and the vertical axis denotes eval-
uated and simulated CLRs for the lower-priority class.
The proposed CAC also gives accurate and conservative
decisions.

Similarly, Figs. 8 (a) and (b) show CLR evaluations
when the mixture ratio of VCs is 2:1. VCI has prior-
ity in (a) and VC2 has priority in (b). The horizon-
tal axis denotes VP utilization, and the vertical axis
denotes evaluated and simulated CLRs for the lower-
priority class. The proposed CAC also gives accurate
and conservative decisions.

5.2 Calculation Time for CAC Decisions

This section shows the processing time for the proposed
CAC.

First, we investigated the relationship between the
number of iterations N in (25) and the accuracy of the
evaluated CLR using numerical examples. It is nec-
essary that X defined as (21) is positive. Therefore,
N = 4 is required. For a small N, Cy, defined as (20)
becomes large and D is determined by Cy, by (24). This
means that different N’s give different CLR evaluations
with respect to the summation in (25) for a small N.
Therefore, N is not a simple truncation parameter.

Figure 9 shows examples of the relationship be-
tween N and the evaluated CLR. The examples are 53,
45, and 35 VCs and have 10Mbps of PCR, 2Mbps
of SCR and 50cells of MBS. The capacity of VP is
150Mbps and the capacity of the buffer is 500 cell

VP=150M

High-Priority: PCR=10M, SCR=2M, MBS=100

High-Priority Buffer: 500

Low-Priority: PCR=25M, SCR=5M, MBS=50 o Proposed
Low-Priority Buffer: 1000 algorithm
Mixture ratio HP-VC:LP-VP=1:1 (in # of conn.) e Simulation
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(b) VC2 has priority.

Fig. 6 Mixture ratio: 1:1 (in # of VCs).
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Fig. 8 Mixture ratio: 2:1 (in # of VCs).

places. The horizontal axis denotes the number of itera-
tions NV, and the vertical axis denotes the CLR evaluated
by (25). Although N is small, the evaluated CLR is al-
most the same in the case of a large N. In applying the
CLR evaluation algorithm to CAC, it gives sufficient
accuracy when N = 10.

Next, we assume that the call processor in SW is
model 68040 with a floating-point co-processor, and its
processing rate is 15Mips. Table 2 shows the time for
the CAC decision with respect to the new CBR, VBR-
RT, and VBR-NRT VCs. These calculation times are
independent of the number of VCs. This is a result of
using the real-time CLR evaluation algorithm. The re-
sults show that the CAC process terminates within a few

Table 2 Calculation time for CAC decision.
the number of iterations N | 10 | 20 | 30
CBR (msec) | 1.2 | 1.6 | 2.1

VBR-RT (msec) | 1.2 | 1.6 | 2.1

VBR-NRT (msec) | 0.7 | 0.8 | 1.0

milliseconds, and real-time CAC for multiple service
categories can be achieved using the proposed CAC.

6. Conclusion
In this paper, we proposed a CAC scheme based on a

real-time CLR evaluation algorithm. Since the CLR
evaluation algorithm does not require convolution cal-
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Fig. 9 The relationship between iterations N and the accuracy
of CLR evaluation.

culations, the time necessary for CAC decision is short
and independent of the number of VCs accommodated
in the VP. In addition, it is also independent of the ca-
pacity of a cell buffer because of using the Allan vari-
ance of VP utilization. Moreover, the framework of the
proposed CAC can support multiple service categories.
Therefore, we can achieve real-time CAC for multiple
service categories. Calculation time can still be reduced
by using a higher-speed processor.
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