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SUMMARY  The explosive dynamics present in on-line social networks, typically represented by flaming phenomena, can have a serious impact on not only the sustainable operation of information networks but also on activities in the real world. In order to counter the flaming phenomenon, it is necessary to understand the mechanism underlying the generation of the flaming phenomena within an engineering framework. This paper discusses a new model of the generating mechanism of the flaming phenomena. Our previous study has shown that the cause of flaming phenomena can, by reference to an oscillation model on networks, be understood complex eigenvalues of the matrix formed to describe oscillating phenomena. In this paper, we show that the flaming phenomena can occur due to coupling between degenerated oscillation modes even if all the eigenvalues are real numbers. In addition, we investigate the generation process of flaming phenomena with respect to the initial phases of the degenerated oscillation modes.
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1. Introduction

Recent developments in social networking services (social networks hereafter) have explosively activated information exchange among users. Active information exchange creates a situation where the activities of individual users of on-line social networks strongly influence each other. While such a situation has the positive effect of promoting the formation of active on-line communities of dynamic user, we recognize that more attention must be paid to the generation of negative effects. The user dynamics in on-line social networks can seriously impact on not only the sustainable operation of information networks, but also on activities in the real world. Typical examples are flash crowds on web servers and harmful rumors about disasters, respectively. Therefore, understanding the user dynamics present in on-line social networks is expected to yield important clues for resolving both issues. In particular, the flaming phenomena is a typical example of the negative influence caused by user dynamics; flaming refers the phenomena in which the strength of user dynamics, such as number of comments on SNS posts, becomes imbalanced due to the mutual influence among users. Since flaming phenomena arise frequently and are becoming a significant social issue, it is important for the success of on-line social networks to understand of mechanism underlying the generation of the flaming phenomena and establish suitable countermeasure technologies [1].

This paper shows, from a theoretical point of view, that the flaming phenomena can occur due to coupling between degenerated oscillation modes in the oscillation model on networks even if all the eigenvalues are real numbers. This new model of the flaming phenomena, which is based on the coupling of oscillation modes, differs from the previous flaming phenomena model in that it allows the eigenvalues of the Laplacian matrix to be real numbers. To the best of our knowledge, this model is completely original.

This paper is organized as follows. In Sect. 2, we introduce some related work. Section 3 provides the preliminaries by briefly explaining the oscillation model on directed graphs and the fundamental equation that describes the oscillation model. In Sect. 4, we introduce and analyze the coupling effects caused by the degenerated oscillation modes. In Sect. 5, we investigate the relationship between the initial phase of the oscillation modes and occurrence of the flaming phenomena from the degenerated oscillation modes. Finally, we conclude this paper in Sect. 6.

2. Related Work

In various networks in the real world, the state of a node in networks is changed over time by the effect of other nodes through network links. Therefore, in order to know the node dynamics in networks, it is important to understand the effect of network links. Numerous studies dealing with network dynamics have been published [2]–[4]. In [2], malware propagation is studied by using a two layer epidemic model: the upper layer focuses on large scale networks, such as domains of the Internet, while the lower layer model offers better accuracy than the single layer epidemic models used in malware modeling. In [3], the dynamics of an epidemic model are studied by using a susceptible-infected-susceptible epidemic model that incorporates with multistage infection (infection delay) and an infective medium (propagation vector) over complex networks, which typically exhibit nonlinear characteristics. In [4], consensus problems for networks with directed information flow are studied by analyzing three cases: 1) directed networks with fixed topology; 2) directed networks with switchable topology; and 3) undirected networks with communication time-delays and fixed topology. However, there has never been a model capable of describing...
the explosive user dynamics like the flaming phenomena in on-line social networks.

We have proposed an oscillation model on networks and clarified the divergence of the user state [1], [5], [6]. According to [7], [8], applying the oscillation model to networks can give a generalized concept of node centrality [9], [10], which indicates the strength of activity of network nodes. On this basis, we can define the flaming phenomena as a divergence in node centrality over an entire network [11]. In addition, we clarified that the flaming phenomena are caused by the Laplacian matrix representing the network structure having complex eigenvalues, and that flaming phenomena do not occur if the network structure has only eigenvalues of real numbers [1], [11]. On the other hand, there is true that some Laplacian matrices describing social networks cannot be diagonalized mathematically. That case yields dynamics greatly different from the case in which the Laplacian matrix can be diagonalized. In particular, the flaming phenomena can occur if the Laplacian matrix cannot be diagonalized even if the eigenvalues of the Laplacian matrix are real numbers. However, those dynamics have not been examined so far.

The contribution of this study lies in dealing with a network structure in which the Laplacian matrix can not be diagonalized. In this study, we reveal a new mechanism that yields the flaming phenomena even if all the eigenvalues of the Laplacian matrix are real numbers.

3. Preliminaries

3.1 Oscillation Model on Directed Networks

On-line social networks must be modelled with directed graphs to describe the strengths of the influence between users, which are generally asymmetrical. Here, we introduce the oscillation model on on-line social networks [1].

The oscillation model on networks can simply describe the situation in which users influence each other. As this model, we consider the simplest and universal model, called the minimal model; it provides a simple expression of user states and universal interaction between users. To indicate the state of node $i$ at time $t$, we assume that user state is written as the one-dimensional variable $x_i(t)$, where $i = 1, 2, \ldots, n$ and $n$ is the number of users. In addition, we define the state vector for all users as

$$\mathbf{x}(t) := (x_1(t), \ldots, x_n(t)).$$

(1)

The interaction between users is described as follows. User $i$ receives the force from neighboring node $j$ such that the difference $|x_i(t) - x_j(t)|$ becomes small. The strength of the force is proportional to the difference $x_i(t) - x_j(t)$ as

$$\hspace{1cm} -w_{ij} (x_i(t) - x_j(t)), \hspace{1cm}$$

(2)

where $w_{ij} > 0$ is a constant. Since the interaction between users is asymmetrical, $w_{ij} \neq w_{ji}$ in general. Then, the equation of motion of the state vector of users is written as

$$\frac{d^2}{dt^2} \mathbf{x}(t) = -\mathbf{L} \mathbf{x}(t),$$

(3)

where $\mathbf{L}$ is the Laplacian matrix [12] of the directed graph whose weight of directed link $(i \to j)$ is given by $w_{ij}$. We can also consider the additional damping effect in the equation of motion. However, in order to focus on understanding the mechanism of generating flaming phenomena, this paper does not take the damping effect into consideration. We rewrite the equation of motion by expressing the Laplacian matrix in Jordan canonical form. Let the Jordan canonical form of $\mathbf{L}$ be $\Lambda$. By using the square matrix $\mathbf{P} = [v_1, \ldots, v_n]$ where $v_i$ ($i = 1, \ldots, m, \ldots, n$) is the generalized eigenvector of the Laplacian matrix $\mathbf{L}$, the Jordan canonical form of $\Lambda$ is given by

$$\Lambda = \mathbf{P}^{-1} \mathbf{L} \mathbf{P}. \hspace{1cm}$$

(4)

Then, we can write the equation of motion (3) as

$$\frac{d^2}{dt^2} \mathbf{y}(t) = -\Lambda \mathbf{y}(t),$$

(5)

where $\mathbf{y}(t) = \mathbf{P}^{-1} \mathbf{x}(t)$. If $\Lambda$ is diagonalizable, (5) is decomposed into the equation of motion of $n$ independent harmonic oscillators as

$$\mathbf{y}(t) = \exp[\pm i \mathbf{A}^{1/2} t] \mathbf{y}(0).$$

(6)

On the oscillation model for non-diagonalizable $\Lambda$, the equation of motion cannot be decomposed into independent harmonic oscillators due to the influence of the off-diagonal components of $\Lambda$. To explicitly understand the influence of the off-diagonal components, we use the fundamental equation [1]. First, we introduce an $n \times n$ matrix $\mathbf{H}$ that satisfies

$$\mathbf{H}^2 = \Lambda. \hspace{1cm}$$

(7)

Then, the fundamental equation of (5) is written as

$$\pm i \frac{d \mathbf{\phi}(t)}{dt} = \mathbf{H} \mathbf{\phi}(t). \hspace{1cm}$$

(8)

The solution, $\mathbf{\phi}(t)$, of the fundamental equation (8) satisfies

$$\frac{d^2}{dt^2} \mathbf{\phi}(t) = \mp i \frac{d}{dt} \mathbf{H} \mathbf{\phi}(t) = -\mathbf{H}^2 \mathbf{\phi}(t),$$

the solution of (8) is also the solution of the original equation of motion (5). Although the method of determining $\mathbf{H}$ from (7) is not unique, we can choose any $\mathbf{H}$ that satisfies (7).

Note that the oscillation energy that is obtained from (6) gives the generalized notion of node centrality that includes the conventional degree centrality and the betweenness centrality [7], [8]. The node centrality expresses the strength of the activity of each node in the network. The oscillation model on directed graphs postulates that no divergence in the oscillation energy occurs when the Laplacian matrix $\mathbf{L}$ is diagonalizable and all the eigenvalues are real numbers. In other words, the divergence of the oscillation energy occurs only when at least one pair of eigenvalues are complex numbers.
(they are complex conjugates). These diverging phenomena of the oscillation energy have been studied as the flaming phenomena on networks [1], [11].

3.2 Unitary Transformation of Fundamental Equation

If $\Lambda$ is non-diagonalizable, $H$ is also non-diagonalizable. However, even if $\Lambda$ is in Jordan canonical form, $H$ satisfying (7) does not have Jordan canonical form, in general. Here, let us consider which of $\Lambda$ and $H$ provides the most fundamental understanding. From the viewpoint of analyzing the users’ dynamics in networks associated with non-diagonalizable Laplacian matrices, since the fundamental equation (8) is described by $H$, the linear operator $H$ is more fundamental than $\Lambda$. On the other hand, since $\Lambda$ is given by the elementary transformation of the Laplacian matrix, it leads to a concrete image of social network structures. In this paper, we adopt $H$ as being fundamental for ease of analysis. Hereafter, we introduce $\Omega$ that corresponds to $H$ expressed in Jordan canonical form and we give $\Omega$ as the starting point for analyzing the oscillation model on networks. Note that this means $\Omega^2$ is not in Jordan canonical form, in general. The attempt to derive a simple relationship between $H$ and $\Lambda$ (or $\Omega$ and $\Omega^2$) is discussed in Sect. 3.3.

We consider user dynamics in networks under the condition that the linear operator $H$ is non-diagonalizable and its Jordan canonical form $\Omega$ is expressed as

$$\Omega = \begin{bmatrix}
\omega_1 & 1 & 0 & \cdots & 0 \\
0 & \omega_1 & 1 & \cdots & 0 \\
0 & 0 & \omega_1 & \cdots & 1 \\
0 & 0 & 0 & \cdots & \omega_2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \omega_m
\end{bmatrix}. \quad (9)$$

We focus on a Jordan block ($m \times m$ matrix) selected from the Jordan canonical form as

$$\Omega_j = \begin{bmatrix}
\omega_i & 1 & 0 & 0 & \cdots & 0 \\
0 & \omega_i & \cdots & 0 & \cdots & 0 \\
0 & 0 & \cdots & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & \omega_i
\end{bmatrix}. \quad (10)$$

where $\omega_i$ is the diagonal component of $i$-th Jordan block and is a degenerated eigenvalue. In addition, $m$ is the number of duplicates of $\omega_i$.

Next, we decompose $\Omega_j$ into a certain matrix that is proportional to the identity matrix and the other remaining matrix as

$$\Omega_j = \Omega_j^0 + \Omega_j^1, \quad (11)$$

where $\Omega_j^0 := \text{diag}(\omega, \ldots, \omega)$ and $\Omega_j^1$ is the remaining non-diagonal matrix. If we choose the $\omega$ as $\omega = \omega_j$, it is possible that the diagonal component of $\Omega_j^1$ is zero at the decomposition of $\Omega_j$. However, in general, the diagonal component of $\Omega_j^1$ is not zero. Let $\psi(t)$ be the solution of the fundamental equation associated with the linear operator $\Omega_j$ for the selected Jordan block. That is, we can write the fundamental equation and its solution $\psi(t)$ as

$$\pm i \frac{d\psi_j(t)}{dt} = (\Omega_j^0 + \Omega_j^1) \psi_j(t), \quad (12)$$

$\psi(t) = \Psi_j(t) \psi_j(t), \quad (13)$

where $\Psi_j(t)$ and $\psi_j(t)$ satisfy the following two equations related to $\Omega_j^0$ and $\Omega_j^1$ as

$$\pm i \frac{d\Psi_j(t)}{dt} = \Omega_j^0 \Psi_j(t), \quad (14)$$

$$\pm i \frac{d\psi_j(t)}{dt} = \left(\Psi_j(-t) \Omega_j^1 \Psi_j(t)\right) \psi_j(t), \quad (15)$$

where $\Psi_j(t)$ is a matrix with the initial condition of $\Psi_j(0) = I$. The solution of (14) is given by

$$\Psi_j(t) = \exp \left(\mp i \Omega_j^0 t \right).$$

The initial condition of (13) is equal to the initial condition of (15) as in

$$\psi(0) = \Psi_j(0) \psi_j(0) = I \psi_j(0) = \psi_j(0). \quad (16)$$

Note that $\Psi_j(t)$ is proportional to the identity matrix since the corresponding eigenvalues are degenerate. Therefore, $\Psi_j(t)$ is commutable with any $m \times m$ matrix. By using $\Omega_j^1 \Psi_j(t) = \Psi_j(t) \Omega_j^1$, we have

$$\Omega_j^1 \Psi_j(t) = \Psi_j(t) \Omega_j^1 \Psi_j(0), \quad (17)$$

$$\Omega_j \Psi_j(t) = \Psi_j(t) \Omega_j \Psi_j(0). \quad (18)$$

Using the above relations, we can rewrite (15) as

$$\pm i \frac{d\psi_j(t)}{dt} = \left(\Psi_j(-t) \Omega_j^1 \Psi_j(t)\right) \psi_j(t)$$

$$= \Omega_j^1 \psi_j(t), \quad (19)$$

and we can also rewrite the fundamental equation (12) as

$$\pm i \frac{d\Psi_j(t)}{dt} = \left(\Omega_j^0 + \Omega_j^1\right) \Psi_j(t)$$

$$= \left(\Omega_j^0 + \Psi_j(t) \Omega_j^1 \Psi_j(0)-t\right) \Psi_j(t). \quad (20)$$

This means the fundamental equation is invariant under the unitary transformation of $\Omega_j$ as in

$$\Omega_j \rightarrow \Psi_j(t) \Omega_j \Psi_j(-t).$$

The reason for choosing the above unitary transformation is convenience in the evaluations as demonstrated in the following sections.
3.3 Simple Correspondence between Linear Operator $\Omega_j$ and the Network Structure

The linear operator $\Omega_j$ in fundamental equation (12) is not uniquely determined. In other words, we can select any $\Omega_j$ as long as $H$ satisfies (7). When utilizing this degree of freedom to choose $\Omega_j$, it is desirable to be able to make an explicit relationship between $\Omega_j$ and the structure of the original network.

First of all, we decompose non-diagonalizable matrix $\Omega_j^0$ into diagonal matrix $\Omega_j^{(d)}$ and remainder matrix $\Omega_j^{(a)}$ which has only off-diagonal components, as in

$$\Omega_j = \Omega_j^0 + \Omega_j^1 = \Omega_j^0 + \Omega_j^{(d)} + \Omega_j^{(a)}.$$  

(21)

The square of $\Omega_j$ is written as

$$\Omega_j^2 = (\Omega_j^0)^2 + (\Omega_j^{(d)})^2 + (\Omega_j^{(a)})^2 + \Omega_j^0 \Omega_j^{(d)} + \Omega_j^{(d)} \Omega_j^0 + \Omega_j^0 \Omega_j^{(a)} + \Omega_j^{(a)} \Omega_j^0 + \Omega_j^{(d)} \Omega_j^{(a)} + \Omega_j^{(a)} \Omega_j^{(d)}.$$  

(22)

If the following anti-commutation relations

$$\Omega_j^0 \Omega_j^{(d)} = -\Omega_j^{(d)} \Omega_j^0$$

$$\Omega_j^0 \Omega_j^{(a)} = -\Omega_j^{(a)} \Omega_j^0$$

$$\Omega_j^{(d)} \Omega_j^{(a)} = -\Omega_j^{(a)} \Omega_j^{(d)}$$

are established, all the cross terms in (22) can be canceled, and we can obtain the simple relation of

$$(\Omega_j^0)^2 + (\Omega_j^{(d)})^2 + (\Omega_j^{(a)})^2 = \Lambda_0 + \Lambda_1 = \Lambda.$$  

(23)

where $\Lambda_0$ is the diagonal matrix that satisfies $\Lambda_0 = (\Omega_j^0)^2$. That is, the network structure of the non-diagonalizable matrix is written as

$$\Lambda_1 = (\Omega_j^{(d)})^2 + (\Omega_j^{(a)})^2.$$  

(24)

The relation (24) can explicitly represent the correspondence between the Laplacian matrix and the non-diagonalizable part of $\Omega$. If $\Omega$ is in Jordan canonical form, $\Lambda$ simultaneously has Jordan canonical form.

The above anti-commutation relations are not true for the original matrices. However, by using the tensor product, we can introduce the anti-commutation relation to our model. We introduce the algebraic structure of the special unitary group SU(2) by using Pauli matrices [13], [14]:

$$\sigma_1 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_2 = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad \sigma_3 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$  

For $i, j = 1, 2, 3$, the Pauli matrices satisfy the following relations:

$$\sigma_i \sigma_j = -\sigma_j \sigma_i, \quad (i \neq j).$$

where $E$ is the $2 \times 2$ identity matrix. By using the Pauli matrices, we convert the fundamental equation (12) as follows

$$\pm i \frac{d \hat{\Psi}(t)}{dt} = \hat{\Omega}_j \hat{\Psi}(t) = \left(\hat{\Omega}_j^0 + \hat{\Omega}_j^{(d)} + \hat{\Omega}_j^{(a)}\right) \hat{\Psi}(t),$$  

(25)

where

$$\hat{\Omega}_j^0 := \Omega_j^0 \otimes \sigma_3,$$

$$\hat{\Omega}_j^{(d)} := \Omega_j^{(d)} \otimes \sigma_1,$$

$$\hat{\Omega}_j^{(a)} := \Omega_j^{(a)} \otimes \sigma_2.$$  

(26)

In (26), $\otimes$ represents the Kronecker product. $\hat{\Omega}_j$ is a $2m \times 2m$ square matrix and $\hat{\Psi}(t)$ is a $2m$-dimensional vector

$$\hat{\Psi}(t) = (\psi_1^1(t), \psi_1^2(t), \psi_2^1(t), \psi_2^2(t), \ldots, \psi_m^1(t), \psi_m^2(t)).$$

To simplify the calculation of (25), let us start from the unitary transformed version of the fundamental equation (20). The corresponding fundamental equation is written as

$$\pm i \frac{d \hat{\Psi}_0(t)}{dt} = \left(\hat{\Omega}_j^0 + e^{\pm \hat{\Omega}^a_j} \left(\hat{\Omega}_j^{(d)} + \hat{\Omega}_j^{(a)}\right) e^{\mp \hat{\Omega}^a_j}\right) \hat{\Psi}_0(t).$$  

(27)

The solution is given by

$$\hat{\Psi}(t) = \hat{\Psi}_0(t) \hat{\Psi}_1(t).$$  

(28)

where $\hat{\Psi}_0(t)$ is a $2m \times 2m$ diagonal matrix and $\hat{\Psi}_1(t)$ is a $2m$-dimensional vector that satisfy, respectively,

$$\pm i \frac{d \hat{\Psi}_0(t)}{dt} = \hat{\Omega}_j^0 \hat{\Psi}_0(t), \quad \pm i \frac{d \hat{\Psi}_1(t)}{dt} = \hat{\Omega}_j^1 \hat{\Psi}_1(t).$$  

(29)

Since $\hat{\Psi}_0(t) = \exp(\mp \hat{\Omega}_j^0 t)$, the solution of (27) is expressed as

$$\hat{\Psi}(t) = \exp(\mp \hat{\Omega}_j^0 t) \hat{\Psi}_1(t).$$  

(30)

4. Coupling Effects Caused by Degenerated Oscillation Modes

4.1 Case Study of Three Degenerated Modes

Let us consider the simplest example of the degenerated oscillation modes. For example, a network structure that can exhibit triple degeneracy is the following. We provide below an example of the Laplacian matrix that encompasses real eigenvectors and degenerated oscillation modes.

$$\begin{bmatrix} 7 & -5 & -1 & 0 & -1 \\ -2 & 7 & -3 & -1 & -1 \\ -2 & -3 & 9 & -3 & -1 \\ -2 & -3 & -1 & 7 & -1 \\ -9/4 & -9/4 & -9/4 & -9/4 & 9 \end{bmatrix}.$$  

(31)
This Laplacian matrix can be transformed into Jordan canonical form as follows
\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{bmatrix}.
\]  

(32)

There is coupling among the three degenerated modes. For three degenerated modes selected from all modes of a directed graph, there are three pairs of oscillation modes (total six modes). Each oscillation mode interacts the other as shown in Fig. 1. The three pairs of oscillation modes are written as
\[
\dot{\psi}(t) = i \begin{pmatrix}
\psi_1^1(t), 
\psi_2^1(t),
\psi_3^1(t), 
\psi_2^2(t), 
\psi_3^2(t),
\psi_2^3(t)
\end{pmatrix}.
\]

Then, the linear operators of \( \hat{\Omega}_j \) are written as
\[
\hat{\Omega}_j^0 \sigma_3 = \begin{bmatrix}
\omega & 0 & 0 \\
0 & \omega & 0 \\
0 & 0 & \omega
\end{bmatrix},
\]
\[
\hat{\Omega}_j^{(d)} = \begin{bmatrix}
d & 0 & 0 \\
0 & d & 0 \\
0 & 0 & d
\end{bmatrix},
\]  

(33)

\[
\hat{\Omega}_j^{(a)} = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{bmatrix} \sigma_2,
\]

where \( \omega + d \) is the eigenfrequency of the degenerated oscillation modes.

We adopt the unitary transformed version of fundamental equation (27). From (33), we introduce the \( 6 \times 6 \) matrix \( \hat{\Omega}_j \) by using the Kronecker product of the Pauli matrices as
\[
\hat{\Omega}_j^0 \sigma_3 + e^{+i\hat{\Omega}_j^{(d)} t} \left( \hat{\Omega}_j^{(d)} \otimes \sigma_1 + \hat{\Omega}_j^{(a)} \otimes \sigma_2 \right) e^{-i\hat{\Omega}_j^{(a)} t} = \begin{bmatrix}
\omega & d e^{-i\omega t} & 0 & 0 & 0 & 0 \\
d e^{i\omega t} & -\omega & 0 & -i e^{-i\omega t} & 0 & 0 \\
0 & 0 & -\omega & d e^{i\omega t} & 0 & -i e^{i\omega t} \\
0 & 0 & 0 & -\omega & d e^{-i\omega t} & 0 \\
0 & 0 & 0 & 0 & -\omega & d e^{i\omega t} \\
0 & 0 & 0 & 0 & 0 & -\omega
\end{bmatrix}
\]

(34)

By using (25), (26) and (34), the fundamental equation is written as
\[
i \frac{d}{dt} \dot{\psi}(t) = \begin{bmatrix}
\omega & d e^{-i\omega t} & 0 & 0 & 0 & 0 \\
d e^{i\omega t} & -\omega & 0 & -i e^{-i\omega t} & 0 & 0 \\
0 & 0 & -\omega & d e^{i\omega t} & 0 & -i e^{i\omega t} \\
0 & 0 & 0 & -\omega & d e^{-i\omega t} & 0 \\
0 & 0 & 0 & 0 & -\omega & d e^{i\omega t} \\
0 & 0 & 0 & 0 & 0 & -\omega
\end{bmatrix} \dot{\psi}(t).
\]

(35)

The fundamental equation considers all oscillation modes (35). First, we introduce the phase differences \( \delta_1^1(t), \delta_1^2(t), \delta_1^3(t), \delta_2^1(t), \delta_2^2(t), \delta_2^3(t) \); they represent the phases of the oscillation modes of angular frequency \( \pm \omega \). By using the phase difference, the solution of (35) is written as
\[
\dot{\psi}_1^1(t) = e^{-i\delta_1^1(t)} e^{-i\omega t + i\delta_1^1(t)},
\]
\[
\dot{\psi}_1^2(t) = e^{i\delta_1^2(t)} e^{i\omega t + i\delta_1^2(t)},
\]
\[
\dot{\psi}_2^1(t) = e^{-i\delta_2^1(t)} e^{-i\omega t + i\delta_2^1(t)},
\]
\[
\dot{\psi}_2^2(t) = e^{i\delta_2^2(t)} e^{i\omega t + i\delta_2^2(t)},
\]
\[
\dot{\psi}_3^1(t) = e^{-i\delta_3^1(t)} e^{-i\omega t + i\delta_3^1(t)},
\]
\[
\dot{\psi}_3^2(t) = e^{i\delta_3^2(t)} e^{i\omega t + i\delta_3^2(t)}.
\]

(36) – (41)

By substituting (36) and (37) into fundamental equation (35), we have
\[
\frac{d \theta_1^1(t)}{dt} = \omega + d e^{i(\delta_1^1(t)-\delta_1^1(t))} - i e^{i(\delta_1^1(t)-\delta_1^1(t))},
\]
\[
\frac{d \theta_1^2(t)}{dt} = \omega - d e^{i(\delta_1^2(t)-\delta_1^2(t))} - i e^{i(\delta_1^2(t)-\delta_1^2(t))}.
\]

(42) – (43)

Furthermore, by using the relationships of \( \dot{\theta}_1^1(t) = \omega t - \delta_1^1(t) \) and \( \dot{\theta}_1^2(t) = \omega t + \delta_1^2(t) \), we can write the temporal evolution equation of \( \delta_1^1(t), \delta_1^2(t) \) as
\[
\frac{d \delta_1^1(t)}{dt} = -d e^{i(\delta_1^1(t)-\delta_1^1(t))} + i e^{i(\delta_1^1(t)-\delta_1^1(t))},
\]
\[
\frac{d \delta_1^2(t)}{dt} = +d e^{i(\delta_1^2(t)-\delta_1^2(t))} + i e^{i(\delta_1^2(t)-\delta_1^2(t))}.
\]

(44) and (45) represent the differential equations of the phase component of \( \psi_1^1(t), \psi_1^2(t) \). It is not always true that the phase differences are real numbers. Therefore, \( \delta_1^1(t) \) and \( \delta_1^2(t) \) are written as
\[
\delta_1^1(t) = \text{Re}[\delta_1^1(t)] + i \text{Im}[\delta_1^1(t)],
\]
\[
\delta_1^2(t) = \text{Re}[\delta_1^2(t)] + i \text{Im}[\delta_1^2(t)].
\]

(46)

By substituting (46) into equations (44) and (45), the temporal evolution equation of both the real and imaginary parts of \( \delta_1^1(t) \) and \( \delta_1^2(t) \) are written as
\[
\frac{d \text{Re}[\delta_1^1(t)]}{dt} = +d e^{-\text{Im}[\delta_1^1(t)] \sin[\text{Re}[\delta_1^1(t)] - \text{Re}[\delta_1^1(t)] - \frac{\pi}{2}}
\]

By substituting (46) into equations (44) and (45), the temporal evolution equation of both the real and imaginary parts of \( \delta_1^1(t) \) and \( \delta_1^2(t) \) are written as
\[
\frac{d \text{Re}[\delta_1^1(t)]}{dt} = +d e^{-\text{Im}[\delta_1^1(t)] \sin[\text{Re}[\delta_1^1(t)] - \text{Re}[\delta_1^1(t)] - \frac{\pi}{2}}
\]
The temporal evolution equations of the real parts (47), (48) are similar to the mathematical model used to describe synchronization, i.e., the so-called Kuramoto model [15]. The significant difference of (47), (48) from the Kuramoto model lies in the coefficients of the sine functions; the coefficients are not constant in our model. If the temporal change of the coefficients can be considered to be negligible, synchronization occurs also in our model. In this situation, the argument of the sine function becomes zero and phase synchronization occurs. If phase synchronization occurs in (47), Re[δ^1_1(t)] and Re[δ^3_1(t)] of the first term on the right-hand side synchronize with the phase difference of π/2. Figure 2 shows the relationship of the phase differences of Re[δ^1_1(t)], Re[δ^2_1(t)], Re[δ^3_1(t)] and Re[δ^3_2(t)] in the parentheses of the sine functions in (47) and (48) after synchronization.

Unlike the case of real parts, the temporal evolution equations of the imaginary parts (49) and (50) do not cause phase synchronization. However, if Re[δ^1_1(t)] and Re[δ^3_1(t)] cause phase synchronization, both arguments of the sine functions in the first and second terms of the right hand side of (49) and (50) become 3π/2. If d > 0, the change rates of Im[δ^1_1(t)] and Im[δ^3_1(t)] are always negative because sin(3π/2) = -1 on the right-hand side. By substituting the above results into (36) and (37), ψ^1_1(t) and ψ^2_1(t) are written as

\[ ψ^1_1(t) = e^{-im[δ^1_1(t)]} e^{-iωt+Re[δ^1_1(t)]}, \]
\[ ψ^2_1(t) = e^{-im[δ^1_1(t)]} e^{iωt+Re[δ^1_1(t)]}. \]

If Re[δ^1_1(t)] and Re[δ^3_1(t)] are synchronized, (51) and (52) increase because e^{-im[δ^1_1(t)]} and e^{-im[δ^3_1(t)]} increase autonomously with time. The divergence of those terms increases triggering divergence of the oscillation energy, and this can be interpreted as a model that describes the flaming phenomena. The divergence of the oscillation energy is exponential as is the divergence of the flaming phenomena if the eigenvalues of the Laplacian matrix are complex numbers. However, there is a difference between the flaming phenomena caused by the degenerated oscillation modes and the flaming phenomena in the case that the eigenvalues of the Laplacian matrix are complex numbers. The emergence of the flaming phenomena caused by the degenerated oscillation modes can take time until divergence occurs because the oscillation modes go through a process of synchronization before divergence occurs. Using the model analyzed in this subsection, we confirmed that the flaming phenomena can occur due to coupling between degenerated oscillation modes even if all eigenvalues of H are real numbers. This means that all eigenvalues of L are also real numbers.

4.2 Numerical Experiments

In this subsection, we show the divergence of the solutions of the differential equations of the three pairs of degenerated oscillation modes to confirm the validity of the flaming model discussed in Sect. 4.1. In a similar way to Eqs. (47), (48), (49), and (50), the temporal evolution equation of both the real and imaginary parts of δ^2_1(t), δ^3_1(t), δ^1_2(t) and δ^2_2(t) are written as

\[ \frac{d}{dt} Re[δ^1_2(t)] = + d e^{-iμ[δ^1_1(t)]} sin(Re[δ^2_1(t)] - Re[δ^1_1(t)] + π/2), \]
\[ + e^{-iμ[δ^1_2(t)]} sin(Re[δ^2_1(t)] - Re[δ^1_1(t)] + π), \]
\[ \frac{d}{dt} Re[δ^2_1(t)] = + d e^{-iμ[δ^1_1(t)]} sin(Re[δ^2_1(t)] - Re[δ^1_1(t)] + π), \]
\[ + e^{-iμ[δ^1_2(t)]} sin(Re[δ^2_1(t)] - Re[δ^1_1(t)] + π), \]
\[ \frac{d}{dt} Re[δ^3_1(t)] = + d e^{-iμ[δ^1_1(t)]} sin(Re[δ^2_1(t)] - Re[δ^1_1(t)] + π). \]

Fig. 2 Relationship of phase differences after synchronization.
\[ + e^{-\text{Im}[\delta_2(t)]} \sin(\text{Re}[\delta_2(t)]) - \text{Re}[\delta_2(t)] + \frac{\pi}{2}, \]

\[ \frac{d}{dt} \text{Im}[\delta_2(t)] = + d e^{+\text{Im}[\delta_2(t)] - \text{Im}[\delta_1(t)]} \sin(\text{Re}[\delta_2(t)]) - \text{Re}[\delta_2(t)] + \frac{\pi}{2}, \]

\[ \frac{d}{dt} \text{Re}[\delta_2(t)] = + d e^{+\text{Im}[\delta_2(t)] - \text{Im}[\delta_1(t)]} \sin(\text{Re}[\delta_2(t)]) - \text{Re}[\delta_2(t)] + \frac{\pi}{2}. \]

\[ \frac{d}{dt} \text{Im}[\delta_3(t)] = + d e^{-\text{Im}[\delta_3(t)] + \text{Im}[\delta_1(t)]} \sin(\text{Re}[\delta_3(t)]) - \text{Re}[\delta_3(t)] + \pi), \]

\[ \frac{d}{dt} \text{Im}[\delta_3(t)] = + d e^{+\text{Im}[\delta_3(t)] - \text{Im}[\delta_1(t)]} \sin(\text{Re}[\delta_3(t)]) - \text{Re}[\delta_3(t)]. \]

In the above differential equations, we set the value of \( d \) and the initial phase values at \( t = 0 \) as shown in Table 1. Figure 3 plots the phases of \( \text{Re}[\delta_1(t)], \text{Re}[\delta_2(t)], \text{Re}[\delta_3(t)], \text{Re}[\delta_4(t)], \text{Re}[\delta_5(t)] \) and \( \text{Re}[\delta_6(t)] \). The horizontal axis represents time. With temporal evolution, it is shown that the phase difference of \( \text{Re}[\delta_2(t)] - \text{Re}[\delta_1(t)] \) converges to \( \pi/2 \) as shown in Fig. 2. However, the phase differences of \( \text{Re}[\delta_2(t)] - \text{Re}[\delta_1(t)] \) and \( \text{Re}[\delta_3(t)] - \text{Re}[\delta_1(t)] \) do not converge to \( \pi \) and \( 3\pi/2 \), respectively. The phase difference of \( \text{Re}[\delta_2(t)] - \text{Re}[\delta_1(t)] \) converges to \( \pi/2 \). Although, Fig. 2 does not show the phase relation for \( \text{Re}[\delta_2(t)], \text{Re}[\delta_3(t)] \), we note that \( \text{Re}[\delta_4(t)] - \text{Re}[\delta_1(t)] \) converges to \( \pi/2 \) from (57) and (58). In the next section, we will give a detailed analysis about the convergence of the phase differences of modes 1, 2, and 3.

Figure 4 shows the numerical results of imaginary parts \( \text{Im}[\delta_1(t)], \text{Im}[\delta_2(t)], \text{Im}[\delta_3(t)], \text{Im}[\delta_4(t)], \text{Im}[\delta_5(t)] \) and \( \text{Im}[\delta_6(t)] \). The horizontal and vertical axis represent time and values of the imaginary parts, respectively. With temporal evolution, it is shown that values of the imaginary parts decrease in proportion to time. According to Sect. 4, \( \text{Im}[\delta_1(t)], \text{Im}[\delta_2(t)], \text{Im}[\delta_3(t)], \text{Im}[\delta_4(t)], \text{Im}[\delta_5(t)] \) and \( \text{Im}[\delta_6(t)] \) converge to \( \text{Im}[\delta_1(t)] \) and \( \text{Im}[\delta_6(t)] \) decrease after synchronization of \( \text{Re}[\delta_1(t)], \text{Re}[\delta_2(t)], \text{Re}[\delta_3(t)], \text{Re}[\delta_4(t)], \text{Re}[\delta_5(t)] \) and \( \text{Re}[\delta_6(t)] \). These results show that the decreases in the values of the imaginary parts are not bound, and indeed continue with time. By applying the numerical results of \( \text{Im}[\delta_1(t)] \) and \( \text{Im}[\delta_1(t)] \) to (51) and (52), \( e^{-\text{Im}[\delta_1(t)]} \) and \( e^{-\text{Im}[\delta_1(t)]} \) continue to increase exponentially with time. In the same way, it is shown that \( e^{-\text{Im}[\delta_1(t)]} \) and \( e^{-\text{Im}[\delta_1(t)]} \) continue to increase exponentially with time.
5. Relationship between the Initial Phase and Divergence of the Degenerated Oscillation Modes

In this section, we show the relationship between the initial phase and divergence of the degenerated oscillation modes.

5.1 Theoretical Analysis

Figure 5 shows the relationship of expected mode synchronization plots from the temporal evolution equations of oscillation modes 1, 2, and 3. In Figs. 5(a), (b), and (c), a circle represents the unit circle in the complex plane. Those relations are obtained from the equations of phase differences of oscillation modes 1, 2, and 3, respectively. As the absolute position on the unit circle has no import, we focus on just the phase difference [16]. If the arguments of the sine functions become 0 from (47) and (48) due to Kuramoto-like synchronization, the relationship of Fig. 5(a) is obtained. The relationships in Fig. 5(b), and (c) are obtained in the same manner.

Although Fig. 5(a) is obtained from Eqs. (47) and (48) for \( \text{Re}[\delta_1(t)] \) and \( \text{Re}[\delta_1(t)] \), it is also associated with the phase differences for \( \text{Re}[\delta_1(t)] \) and \( \text{Re}[\delta_1(t)] \). In addition, (b) is obtained from the equations for \( \text{Re}[\delta_2(t)] \) and \( \text{Re}[\delta_2(t)] \), it is also associated with the phase differences for \( \text{Re}[\delta_1(t)] \) and \( \text{Re}[\delta_1(t)] \). Note that (a), (b), and (c) in Fig. 5 do not occur simultaneously due to the contradictory phase relationship. For example, the phase of \( \text{Re}[\delta_2(t)] \) is advanced by \( \pi/2 \) from the phase of \( \text{Re}[\delta_2(t)] \) in Fig. 5(a). However, the phase of \( \text{Re}[\delta_2(t)] \) is delayed by \( \pi/2 \) from the phase of \( \text{Re}[\delta_2(t)] \). Therefore, the phase relation of \( \text{Re}[\delta_1(t)] \) and \( \text{Re}[\delta_1(t)] \), which satisfies Fig. 5(a) and (b) simultaneously, cannot exist. Similarly, the phase relation of \( \text{Re}[\delta_1(t)] \) and \( \text{Re}[\delta_1(t)] \) which satisfies Fig. 5(b) and (c) simultaneously cannot exist.

In order to prevent the divergence of the oscillation mode, it is sufficient to prevent the temporal evolution equation from falling into Kuramoto-like synchronization. Given oscillation mode 1, based on the synchronized state in Fig. 5(a) which is obtained from Eqs. (47) and (48) for \( \text{Re}[\delta_1(t)] \) and \( \text{Re}[\delta_1(t)] \), we can set the initial phase as the reverse phase, which is considered to be most difficult to synchronize. However, if we provide the reverse phase of the synchronized state for oscillation mode 1, the phase for oscillation mode 2 is more likely to realize synchronization. On the right-hand side of the second term of Eq. (47), \( \text{Re}[\delta_2(t)] \) synchronizes with \( \text{Re}[\delta_1(t)] \) by \( \pi \). If the phase of \( \text{Re}[\delta_2(t)] \) is advanced from the synchronized state by \( \pi \) to avoid the synchronization in Fig. 5(a), oscillation mode 2 enters the synchronized state because \( \text{Re}[\delta_2(t)] \) is delayed by \( \pi/2 \) relative to \( \text{Re}[\delta_2(t)] \) as shown in Fig. 5(b). This result indicates that preventing the synchronization of all phase differences simultaneously is difficult for all combinations of the initial phases.

If the real parts of phase difference trigger Kuramoto-like synchronization, the values of the imaginary parts decrease in proportion to time, and the oscillation energy diverges. If any of the oscillation modes diverge, the oscillation energy diverges. As a result, it can be seen that divergence of the oscillation energy can be triggered by the degenerated oscillation modes without regard to the initial phase.

5.2 Numerical Evaluation of Behavior of Oscillation Modes

In this subsection, we evaluate the behavior of the oscillation modes created by differences in the initial phases. By numerical simulation, we evaluate the behavior of the solution of differential equations for the three oscillation modes.

In the first evaluation, we evaluate the behavior of the solution on the condition that the initial states of the phase differences are set to the reverse phases of the synchronized states. However, as discussed in Sect. 5.1, we cannot provide the reverse phases of the synchronized states for all oscillation modes at the same time. Therefore, we set the relationship of the phase difference of mode 1 and 3 to the reverse phases of the synchronized state. On the other hand, the relationship of the phase difference of mode 2 is set to that of the synchronized state. Table 2 shows the initial phase parameters used in the numerical simulations.

Figure 6(a) plots the real parts of phase of the oscillation modes over time. Oscillation mode 1 \( \text{Re}[\delta_1(t)] \), \( \text{Re}[\delta_1(t)] \) triggered phase synchronization. Oscillation mode 2 \( \text{Re}[\delta_2(t)] \), \( \text{Re}[\delta_2(t)] \) did not trigger phase synchronization because the initial state already realized phase synchronization. Oscillation mode 3 \( \text{Re}[\delta_3(t)] \), \( \text{Re}[\delta_3(t)] \) also did not trigger phase synchronization and maintained the initial state continuously.

Table 2: Initial phase parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d )</td>
<td>1</td>
<td>( \text{Im}[\delta_1(0)] )</td>
<td>0</td>
</tr>
<tr>
<td>( d )</td>
<td>-3/4</td>
<td>( \text{Im}[\delta_1(0)] )</td>
<td>0</td>
</tr>
<tr>
<td>( d )</td>
<td>-3/4</td>
<td>( \text{Im}[\delta_1(0)] )</td>
<td>0</td>
</tr>
<tr>
<td>( d )</td>
<td>-3/4</td>
<td>( \text{Im}[\delta_1(0)] )</td>
<td>0</td>
</tr>
<tr>
<td>( d )</td>
<td>-3/4</td>
<td>( \text{Im}[\delta_1(0)] )</td>
<td>0</td>
</tr>
<tr>
<td>( d )</td>
<td>-3/4</td>
<td>( \text{Im}[\delta_1(0)] )</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 5 Relationships of phase difference from each differential equation after synchronization.
Figure 6 shows the imaginary parts of the phases of the oscillation modes. With attention to Im[$\delta_3^1(t)$], it increases in proportion to time. This result indicates that the sine function of mode 3 did not become minus because Re[$\delta_3^1(t)$] and Re[$\delta_3^1(t)$] maintained the initial phase. However, the sine function of mode 2 held $-1$ because Re[$\delta_2^1(t)$] and Re[$\delta_2^1(t)$] maintained the initial phase. Therefore, with temporal evolution, it is shown that the imaginary parts of oscillation modes 1 and 2, which Re[$\delta_2^1(t)$] and Re[$\delta_2^1(t)$] contribute to, decrease in proportion to time. From this result, we can confirm divergence of the solutions over time even if the initial phases were the reverse of those in the synchronized state.

We evaluated the behavior of more diverged oscillation modes. We performed $1 \times 10^4$ times trials in which the real parts of the initial phases of oscillation modes 1, 2, and 3 at $t = 0$ were randomly set to a number between 0 and $2\pi$. Figure 7 shows a histogram of the real parts of the phase differences Re[$\delta_1^1(t)$] − Re[$\delta_1^1(t)$], Re[$\delta_1^1(t)$] − Re[$\delta_1^1(t)$], and Re[$\delta_1^1(t)$] − Re[$\delta_1^1(t)$], that are related to mode 1, after sufficient time. In Fig. 7(a), the phase difference Re[$\delta_1^1(t)$] − Re[$\delta_1^1(t)$] is mostly distributed around $\pi/2$, and exhibits Kuramoto-like synchronization.

On the other hand, Fig. 7(b) shows that the phase difference Re[$\delta_2^1(t)$] − Re[$\delta_2^1(t)$] is widely distributed although some bias is observed for $\pi$. Figure 7(c) shows that the phase difference Re[$\delta_3^1(t)$] − Re[$\delta_3^1(t)$] is widely distributed although some bias is observed for $\pi$, see Fig. 7(b). In these cases, signs of the sine function of the imaginary part are not specified. Therefore, it is unclear whether Im[$\delta_3^1(t)$] or Im[$\delta_3^1(t)$] decrease in proportion to time. Figure 8 shows a histogram of the real parts of the phase difference related to mode 2. Figure 8(b), (c) follow Fig. 7(b), (c). The difference is that Fig. 8(a) shows wider distributions than Fig. 7(a).

Although one of three oscillation modes does not contribute to the divergence of the oscillation energy, our interest is the possibility of oscillation energy divergence as a whole if the phase synchronization of other oscillation mode...
contributes to the divergence of the oscillation energy. To examine the above possibility, we show the phase difference \( \text{Re}[\delta^3_3(t)] - \text{Re}[\delta^1_1(t)] \), which is related to the sine function of the oscillation mode 3, in Fig. 9. From Fig. 9, the sine function turns negative because \( \text{Re}[\delta^3_3(t)] - \text{Re}[\delta^1_1(t)] + \pi \), which is the parenthesis of the sine function in (59), synchronizes to \( 3\pi/2 \). In a similar way, the sine function turned negative because \( \text{Re}[\delta^3_3(t)] - \text{Re}[\delta^2_2(t)] \), which is the parenthesis of the sine function in (59), synchronizes to \( 3\pi/2 \). As a result, the sine function in the right hand side of (59) and (60) is \(-1\). Then, the oscillation energy of mode 3 diverges because the imaginary part of the phase decreases. These results show that the degenerated oscillation modes can force divergence of the oscillation energy regardless of the initial phase.

6. Conclusion

This paper showed that the flaming phenomena can occur due to coupling between degenerated oscillation modes even if all eigenvalues are real numbers; this finding is quite different from previous studies on the flaming phenomenon which assume that the eigenvalues must be imaginary numbers. We adopted the Jordan canonical form of the linear operator corresponding to network structure to analyze the solution. This yields a simplified expression as the fundamental equation of the oscillation model on networks. If the linear operator cannot be diagonalized, we confirmed that the flaming phenomena can still occur due to oscillation mode divergence after the real parts of the phases of the degenerated oscillation modes synchronize. Numerical simulations clearly showed the divergence of the solutions with time. We also investigated the relationship between the initial phases of the degenerated oscillation modes and oscillation energy divergence. Numerical simulations showed that divergence of the oscillation energy is independent of the initial phases of the degenerated oscillation modes.
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