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Abstract—This paper investigates the stochastic property of the packet
destinations and proposes an address generation algorithm which is ap-
plicable for describing various Internet access patterns. We assume that
a stochastic process of Internet access satisfies the stationary condition
and derive the fundamental structure of the address generation algorithm.
Pseudo IP-address sequence generated from our algorithm gives depend-
able cache performance and reproduces the results obtained from trace-
driven simulation. The proposed algorithm is applicable not only to the
destination IP address but also to the destination URLs of packets, and is
useful for simulation studies of Internet performance, Web caching, DNS,
and so on.
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I. INTRODUCTION

IN high-speed data networks, it is necessary to forward pack-
ets in a few microseconds or sub-microseconds. Packet for-

warding operations include searching for the required address
through an address look-up table. Although the similar search-
ing operations appear also in the designs of DNS and Web con-
tent caches, the design of routers in high-speed networks re-
quires the most time-sensitive operations.

To improve and enhance the IP-based Internet-type net-
work, various network architectures, such as IP over ATM [1],
NHRP [2], and so on, have been proposed and studied. Packet
forwarding operations at a router consist of the following two
processes.

• address resolution process
This process finds a link address, an ATM address for ex-
ample, of the destination and/or the next-hop for the desti-
nation IP address of the packet.

• packet transfer process
This process transfers the packet by using the link address
obtained from the address resolution process.

Packet processing in the routers within the connection-less net-
work specifically includes the address resolution process. This
process is indispensable for the packet transfer over physical
links such as ATM, and the efficiency of the address resolution
process has significant influence on the throughput [3]–[5].

Performance of the address resolution process depends on the
number of arriving packets regardless of their lengths in byte.
On the other hand, performance of the packet transfer process
depends on the amount of bytes to be transferred regardless of
the number of arriving packets. Performance of packet forward-
ing operations at a router, therefore, comes from the combined
performance of the two different processes (Fig. 1). In this com-
plicated situation, computer simulations and experimental test-
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Fig. 1. Packet forwarding in a router.

beds probably are powerful approaches to evaluate router per-
formance.

These approaches require a pseudo traffic generator which is
based on a traffic model of Internet access behavior. Interarrival
distribution of the packets and packet length distribution are a
significant part of the traffic model. They have been investi-
gated in [6], [7]. The other significant part of the traffic model is
the assignment of the appropriate destination address to a packet
generated at a pseudo traffic generator. Since address resolution
process includes cache memory look-up of packet address infor-
mation, performance of this process is strongly influenced from
the diversity of the destination addresses of the packets.

This paper shows an address generation algorithm which is
applicable to various Internet access patterns, e.g., at access net-
works, backbone networks, and a WWW server. In addition,
the algorithm can be applicable not only to the destination IP
address but also to the destination URLs of packets. Therefore,
it is expected that the proposed algorithm is useful not only for
the design of routers, but also for the designs of DNS servers,
contents cache servers, and so on.

This paper is organized as follows.
In Sec. II, we introduce the notion of the inverse stack growth

function, used in computer memory reference, for describing the
destination address generations.

In Sec. III, we assume that the inverse stack growth function
has time-translation invariance in order to represent a stationary
generation process of the address, and we derive the result that
the address generation is described by an LRU stack model. In
addition, we show the relationship between the probability of
address generation and the inverse stack growth function.

In Sec. IV, we show address generation algorithm by us-
ing the results of Sec. III. As well, we show that the ad-
dress sequence derived from the proposed algorithm has a time-
translation invariance and reproduces the inverse stack growth
function.

In Sec. V, we investigate the working set size behaviors of ac-
tual Internet accesses and show the validation of time-translation
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invariance and an asymptotic power law of the inverse stack
growth function. These properties are applicable not only to
the destination IP addresses, but also to the destination URLs, at
access networks, backbone networks or at a WWW server.

In Sec. VI, we assume the power law of the inverse stack
growth function, and investigate the property of address se-
quence generated from the proposed algorithm.

In Sec. VII, we show the effectiveness of the proposed ad-
dress generation algorithm through performance evaluations of
the address cache.

Section VIII shows conclusions and the residual issues.

II. PRELIMINARY

A. Notations and Definitions

Internet access behaviors include similar issues in computer
memory access patterns. We, therefore, prepare the framework
for Internet access models, using well-known notions in com-
puter memory access models.

Time t is incremented to t + 1 when an access occurs, and
t = 0,±1,±2, . . ..

• working set: W (t, τ)
The set whose elements are distinct addresses generated
during a period [t− τ, t) (i.e., {t− τ, t− τ +1, . . . , t−1}).
In case for τ < 0, the period is (t, t− τ ].

• working set size: w(t, τ)
Size of a working set W (t, τ), i.e., the number of elements
of W (t, τ).

• inverse stack growth function (ISGF) [8]: f(t)
Expectation value of the number of distinct addresses gen-
erated during a period (t, t + τ ],

f(t, τ) := E[w(t,−τ)]. (1)

In addition, stack growth function (SGF), g(t, k), denotes
the expectation value of the number of accesses such that
the number of distinct addresses is k, i.e.,

f(t, τ) = k ↔ g(t, k) = τ, or (2)

g = f−1. (3)

Note that because ISGF f is defined only on integer, SGF g
cannot be defined directly. The consistent way to obtain the
relation between ISGF and SGF is shown in [8]. Hereafter, we
regard ISGF and SGF as functions defined on the real number
with respect to τ and k, respectively.

B. Reference Models for Computer Memory

In computer memory references, it is well known that the con-
cept about locality of a reference pattern appears. The local-
ity (especially, temporal locality) implies a high probability of
reuse. A similar concept also appears in Internet access [3].

This subsection reviews typical memory reference models ar-
ranged for Internet access models [3].

• independent reference model (IRM)
This model assumes accesses are independent. The proba-
bility that a new access has address i is determined by the
address i (and the probability is denoted as pi). Accessed
address sequence is generated by i.i.d. and the distribu-
tion pi. Because recent accessed addresses do not give any

information about the next accessed address, IRM cannot
capture locality.

• working set model (WS model) [9]
This model assumes that the addresses accessed in the
last W accesses are highly likely to be accessed. The
WS model, therefore, captures locality. The interval W
is called the working set window size. For a given working
set window size W , the smaller working set size w(t,W )
means stronger locality.

• least recently used (LRU) stack model [10]
An LRU stack is a list of addresses sorted in order accord-
ing to the times of their most recent access. So, the most
recently accessed address is at the top of the stack and the
least recently accessed address is at the bottom. The prob-
ability that the newly accessed address is the same as the
address at k-th position in the LRU stack is determined by
position k, and its probability is denoted as ak. Usually, ak

decreases with respect to increases in k. Because the most
recently accessed address is at the top of the LRU stack,
the probability that the next accessed address is the same is
high. The LRU stack model, therefore, captures locality.

In performance evaluation of address resolutions, the perfor-
mance of the address cache is an essential object [3], [5]. Cache
performance strongly depends on locality of Internet accesses.
Because IRM cannot take locality into account, it is an insuffi-
cient model for Internet access modeling.

Since we can evaluate cache performance if ISGF, f , is
given [5], ISGF and WS models are important. Hereafter, from
natural and basic assumptions on ISGF and investigation of the
working set, we show that the address generation probability
must obey an LRU stack model. In addition, we show the re-
lationship between the address generation probability ak and
ISGF f .

III. BASIC STRUCTURE OF ADDRESS GENERATION

PROBABILITY

In this section, we assume that the ISGF f satisfies natural
and basic properties, and investigate the basic structure of an
address generation probability.

A. Assumption

We assume the following property of ISGF.
Time-translation invariance:
ISGF f(t, τ) is independent of the time t which denotes
time when we start to measure address generation. For any
t, s,

f(t, τ) = f(s, τ). (4)

From this assumption, we denote f(τ) := f(t, τ).
Validation of time-translation invariance is discussed in Sec. V
through experimental data.

In queueing models, the typical and usual traffic model as an
input is described by a stationary stochastic process. On the
other hand, the notion of a stationary process of address genera-
tion is not well-defined yet. However, it is natural to accept that
if the address generation process is stationary, the ISGF should
have a time-translation invariance. Thus, the time-translation
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Fig. 3. Venn’s diagram of working sets.

invariance should be, at least, a necessary condition of the sta-
tionarity. We assume it in order to produce a stationary process
of the address generation.

Incidentally, we can consider other possibilities for the sta-
tionarity condition. For example, we may adopt the assumption
that the working set size distribution [11],

p(k, τ) := Pr{w(t, τ) = k}, (5)

is independent of t. Although this seems to be a stronger sta-
tionarity condition than the time-translation invariance of ISGF
f , stationarity of (5) is obtained from (4) as a result. This is
because the assumption (4) completely determines the funda-
mental structure of the address generation algorithm, as shown
in the following sections.

B. Time-Reversal Invariance

Let us consider f(−τ). This means the expectation value of
the number of distinct addresses generated in the period which
is from a time t until the past time t − τ through the backward
derection of time. We have time-reversal invariance for ISGF,

f(−τ) = f(t,−τ)
= f(t− τ − 1, τ)
= f(τ). (6)

C. Address Generation Probability

We consider three adjacent periods A, B, and C (Fig. 2). Let
the sets of distinct addresses generated in these periods, i.e.,
working set, be W (A), W (B), and W (C), respectively. Fig-
ure 3 denotes Venn’s diagram of these working sets.

Here, we focus on the subset W ∗ whose elements are also ele-
ments of both W (A) and W (C), but are not elements of W (B),
i.e., the hatched part in Fig. 3,

W ∗ := {W (A) ∩W (C)} \W (B). (7)

The size of W is obtained as

|W ∗| = |{W (A) ∩W (C)} \W (B)|
= {|W (B) ∪W (C)| − |W (B)|}
− {|W (A) ∪W (B) ∪W (C)|
− |W (A) ∪W (B)|} . (8)

We can choose m, n and 1 accesses as the periods A, B, and C,
respectively (Fig. 4). Then we have

|W ∗| = {w(t, n + 1)− w(t− 1, n)}
− {w(t, n + m + 1)− w(t− 1, n + m)}.

(9)

Applying the time-reversal invariance, we have

E [|W ∗|] = {f (−(n + 1))− f(−n)}
− {f (−(n + m + 1))− f(−(n + m))}

= {f (n + 1)− f(n)}
− {f (n + m + 1)− f(n + m)}. (10)

The physical meanings of E [|W ∗|] are as follows. |W ∗| is 1
only when the address X generated at a time (period C) is not
in W (B) but in W (A). Otherwise, |W ∗| is 0. Thus, |W ∗| is
a random variable and can be denoted using indicator function
1{·} by

|W ∗| = 1{X �∈ W (B),X ∈ W (A)}. (11)

Therefore, E [|W ∗|] means the probability of |W ∗| = 1,

E [|W ∗|] = Pr{X �∈ W (B),X ∈W (A)}. (12)

Next, we choose n such as f(n) = k − 1 (k = 1, 2, . . .) and
choose m such as f(n + m) = k. Substituting n = g(k − 1)
and n + m = g(k), (10) gives

E [|W ∗|] = {f(g(k − 1) + 1)− (k − 1)}
− {f (g(k) + 1)− k} . (13)

Equation (13) means the probability that the newly accessed ad-
dress, X , is identical with the k-th most recently accessed ad-
dress.

Address generation probability:
Here, we define ak as

ak := {f (g(k − 1) + 1)− (k − 1)}
− {f(g(k) + 1)− k} . (14)

This means that the probability that X is identical with the
most recent accessed address is a1, the probability that X
is identical with the 2nd most recently accessed address is
a2, . . ., and the probability that X is identical with the k-
th most recently accessed address is ak. In other words,
address generation must obey the LRU stack model whose
probability is (14).

If {ak; k = 1, 2, . . .} is the probability, ISGF f must satisfy
ak ≥ 0 and

∞∑
k=1

ak = 1, (15)
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Fig. 4. Time intervals.

that is, {f(g(k) + 1)− k} is monotonously decreasing with re-
spect to increases in k (= 0, 1, 2, . . .) and satisfies

lim
k→∞

{f (g(k) + 1)− k} = 0. (16)

IV. ADDRESS GENERATION ALGORITHM

This section shows an address generation algorithm by ap-
plying the results of the above section. The proposed algorithm
gives a pseudo-address sequence, a sequence of integer.

A. Address Generation Procedure

We define the generative LRU stack vector L(i,m) as fol-
lows. At the time immediately before i-th (i = 0, 1, 2, . . .) ad-
dress generation, we denote the most recently accessed address
as x1, the 2nd most recently accessed address as x2, . . ., and the
k-th most recently accessed address as xk. Then

L(i,m) := {x1, x2, . . . , xm}. (17)

Here, the number of components of L(i,m), m, is called the
depth of L(i,m). Initially, the depth is chosen as 0, i.e., m =
0 for L (0, 0). Then m means the number of distinct address
generations.

Let Xi denote the address of the i-th access. Address se-
quence {Xi; i = 0, 1, 2, . . .} is generated by the following pro-
cedure.

1. Initially, we choose X0 = 1, L(1, 1) = {1} and i = 1.
2. Determine the number j as a realization of the i.i.d. ran-

dom variable J which obeys the distribution

Pr{J = k} = ak (k = 1, 2, 3, . . .), (18)

by using (14).
3. For the depth m of L(i,m), if m < j, then assign the

address of new access as

Xi = m + 1, (19)

and update L(i+1, m+1) and increment i← i+1. Return
to 2.

4. For the depth m of L(i,m), if m ≥ j, then assign the
address of new access as

Xi = xj , (20)

and update L (i + 1, m) and increment i ← i + 1. Return
to 2.

Because the number j can be obtained using a binary search
algorithm, high-speed address generation is possible.

B. Time-Translation Invariance and Asymptotic Power Law

When the depth of the generative LRU stack vector L (t,m)
is m at a time t, we consider the probability that the working set
size w(t, n) increases, i.e.,

bm := Pr{w(t + 1, n + 1) = m + 1|w(t, n) = m}. (21)

This means the generation probability of a brand-new address
which does not exist in L (t,m). So, it is obtained as

bm =
∞∑

k=m+1

ak

= f(g(m) + 1)−m. (22)

Equation (22) is valid for all m (m = 0, 1, 2, . . .). The prob-
ability of a brand-new address generation depends only on the
depth of the generative LRU stack vector. Because the same
depth gives the same probability, bm is independent of the
time when we start to measure address generations. Thus, the
address sequence obtained from our algorithm reproduces the
time-translation invariance of ISGF.

Let us consider the time that the depth m of the generative
LRU stack vector L (t,m) is incremented to m+1. Because the
time obeys a geometrical distribution, the mean time is 1/bm.
Therefore, SGF g is obtained as

g(k) =
k−1∑
m=0

1
bm

. (23)

We define the slope of f as the difference

∆f

∆g

∣∣∣∣
m

:=
f(g(m) + 1)− f(g(m))

(g(m) + 1)− g(m)
= bm. (24)

From (23), we have

g(k) =
k−1∑
m=0

[
∆f

∆g

∣∣∣∣
m

]−1

. (25)

This means the address sequence obtained from the proposed
algorithm reproduces ISGF, f .

V. WORKING SET SIZE BEHAVIORS OF INTERNET

ACCESSES

In order to obtain pseudo-address sequence by using the pro-
posed algorithm in practice, it is necessary to determine ISGF f .
In this section, we investigate asymptotic property of working
set size behaviors of Internet accesses from experimental data,
and show that a power law is widely applicable. Simultaneously,
validation of the time-translation invariance is discussed.

In most cases, it is well known that the destination addresses
or URLs are characterized by Zipf-type distributions [5], [12]–
[14] (strictly, parts of them are Lotoka-type distributions [15]).
Although, in some cases, we can calculate ISGF by using Zipf-
type distribution [5], [16], it is not always feasible. Therefore, it
is required to determine ISGF from generally applicable prop-
erty with respect to Internet accesses.
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Fig. 5. Working set size behaviors of destinations (NTT labs. and NLANR).

A. Working Set Size Behaviors and Time-Translation Invariance
of ISGF

A.1 Access Logs from Proxy Server of NTT Laboratories

As an example of access networks of the Internet, we inves-
tigate access logs of a proxy server at NTT Laboratories. Logs
are for 15 successive days in March 1997.

Figure 5 (a) shows the relationship between working set size,
w(t,−τ), and the number of accesses, τ , for the destination
IP addresses in log-log scale. Each line indicates w(t,−τ) for
t = 0, 2 × 105, and 4 × 105, respectively. Similarly, Fig. 5 (b)
shows the relationship between working set size, w(t,−τ), and
the number of accesses, τ , for the destination URLs in log-log
scale. Each figure shows w(t,−τ) is independent of t for large
τ . From the law of large number, asymptotic behavior of the

working set size can be related to the behavior of ISGF, as

w(t,−τ) ∼ f(t, τ) (τ � 1). (26)

Thus, these figures imply the time-translation invariance of
ISGF, at least in the asymptotic region, τ � 1.

A.2 Access Logs from Cache Server of NLANR

As an example of backbone networks of the Internet, we in-
vestigate access logs of a cache server at NLANR [17]. Logs
are for July 30, 1999.

Figure 5 (c) shows the relationship between working set size,
w(t,−τ), and the number of accesses, τ , for the destination
IP addresses in log-log scale. Each line indicates w(t,−τ) for
t = 0, 2 × 105, and 4 × 105, respectively. Similarly, Fig. 5 (d)
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shows the relationship between working set size, w(t,−τ), and
the number of accesses, τ , for the destination URLs in log-log
scale. These figures also imply the time-translation invariance
of ISGF, at least in the asymptotic region, τ � 1.

A.3 Access Logs of NTT DIRECTORY Server

As an example of WWW servers of the Internet, we inves-
tigate access logs of a directory site, NTT DIRECTORY [18].
Logs are for 31 successive days in October 1997.

Figure 6 shows the relationship between working set size,
w(t,−τ), and the number of accesses, τ , for the origination
IP addresses in log-log scale. Each line indicates w(t,−τ) for
t = 0, 1.2 × 106, and 2.4 × 106, respectively. This figure also
implies the time-translation invariance of ISGF, at least in the
asymptotic region, τ � 1.

B. Asymptotic Power Law

From the above graphical observations, we can recognize that
f(τ) satisfies a power law with respect to τ for τ � 1,

f(τ) � τα (τ � 1), (27)

where α is a constant. A similar property is known in computer
memory access [8]. This property is widely applicable, e.g., for
access networks, backbone networks, at a WWW server, and for
the destination IP addresses and URLs.

VI. ADDRESS GENERATION ALGORITHM USING POWER

LAW

This section investigates pseudo-address generation by apply-
ing the power law of ISGF.

A. Address Generation Probability

We assume the asymptotic power law for f(n) is applicable
for all n, i.e.,

f(n) = nα. (28)

Then, address generation probability (14) is obtained as

ak =
{
((k − 1)1/α + 1)α − (k − 1)

}

−
{
(k1/α + 1)α − k

}
. (29)

Because ak > 0 and

∞∑
k=1

ak = 1− lim
k→∞

{
(k1/α + 1)α − k

}

= 1 (30)

for 0 < α < 1, {ak; k = 1, 2, . . .} is probability. The asymp-
totic behavior of ak is expressed as

ak = (1− α) k−1/α (k � 1). (31)

B. Time-Translation Invariance and Asymptotic Power Law

Using power law (28), the probability that the working set
size increases, (22), is expressed as

bm =
∞∑

k=m+1

ak

=
{
(m1/α + 1)α −m

}
. (32)

Using the asymptotic behavior of bm,

bm = α m−(1/α−1) + O(m−(2/α−1)), (33)

and (23), we have

g(k) =
k−1∑
m=0

{
1
α

m1/α−1 + O(m−1)
}

. (34)

Therefore,

lim
k→∞

log g(k)
log k

=
1
α

. (35)

This means the address sequence obtained from our algorithm
reproduces the asymptotic power law of ISGF,

f(n) = nα (n� 1). (36)

VII. CACHE MISS RATIO

A. Theoretical Values for Cache Miss Ratio

In performance evaluation for address resolution, perfor-
mance of address cache is an essential object. Figure 7 shows
an address processing model in a router. The model includes
address cache with k of capacity (k address entries). If the ad-
dress cache contains the entry corresponding to the destination
address of the packet, the address resolution is immediately car-
ried out. Otherwise, in the case of cache miss, the router must
request an address resolution from a database that has compre-
hensive information. New address information is written over
an entry of the address cache by using aging algorithm.

If we have ISGF f (or SGF g), we can evaluate the cache miss
ratio for the following two classical aging algorithms [5]:

1430 IEEE INFOCOM 2001



0-7803-7016-3/01/$10.00 ©2001 IEEE

address cache

k .
.
.

(1) Address Processing (2) Towards
 an Output Port

Packet

address
DB

inquiry

overwrite

(aging algorithm: 
         LRU or FIFO)

Fig. 7. Address processing model in a router.

number of distinct 
addresses

number of accesses

some entries replaced the next entry 
replaced

k+1
k

g(k)
g(k+1)

Fig. 8. Interval of entry replacements.

• Least Recently Used (LRU)
When cache miss occurs, the new address data is written
over the least recently used entry.

• First In First Out (FIFO)
When cache miss occurs, the new address data is written
over the current oldest entry.

For LRU, the address cache always has k different IP ad-
dresses which are the most recently accessed. The number of
accesses that generate k different IP addresses is g(k). Simi-
larly, the number of accesses that generate k +1 different IP ad-
dresses is g(k + 1). Thus the number of accesses between two
successive replaced entries, is g(k + 1) − g(k) (Fig. 8). Cache
miss ratio, PL, is obtained as

PL =
1

g(k + 1)− g(k)
. (37)

Applying the power law (28), we have

PL =
1

(k + 1)1/α − k1/α
. (38)

Incidentally, for k � 1, (38) is evaluated as

PL = α k1−1/α (k � 1). (39)

This means the behavior of the cache miss ratio obeys a power
law, asymptotically. The same behavior is well known in com-
puter memory reference, and is called Chow’s empirical power
law [19], [20].

For FIFO, unlike LRU, the address cache does not always
have k different IP addresses that are most recently accessed.
Instead, let the expectation value of the number of accesses in
the period, such that all cache entries are replaced, be Nx. In ad-
dition, we call the period generating Nx accesses the Nx-period.

Let us consider that the time axis is divided into Nx-periods
as shown in Fig. 9. Then, the cache entries at a certain time and

Fig. 9. Nx-periods.

k

A

B

C

D

time I time IIN_x-period

Fig. 10. Types of cache entries.

at Nx-period later can be categorized into the following four
types (Fig. 10).

A: IP addresses which have corresponding cache entries in
the cache at time I, but are not accessed during the follow-
ing Nx-period, and their entries expiring at time II.

B: IP addresses which have corresponding cache entries in
the cache at time I, with access during the following Nx-
period, but their entries expiring at time II.

C: IP addresses which have corresponding cache entries in
the cache at time I, and have cache entries at time II.

D: IP addresses which have no corresponding cache entries
in the cache at time I, but were accessed during the next
Nx-period and have cache entries at time II.

The number of IP addresses which are accessed during the
last Nx-period and are not accessed during the next Nx-period
is f(2 Nx)− f(Nx) (Fig. 11). In case of FIFO, whether a cache
entry survives or not is independent of the frequency of access,
and all entries have the same expiration rule. Therefore, the
number of cache entries of the type A is

k

f(Nx)
{f(2 Nx)− f(Nx)} .

In addition, the number of IP addresses which have cache entries
at time I and are accessed during the next Nx-period, is equal to
the total number of the cache entries belonging to types B or C
at time I. This is calculated as

k − k {f(2 Nx)− f(Nx)}
f(Nx)

.

Since all cache entries at time II were the missed addresses dur-
ing the Nx-period from time I to II, the number of cache entries
belonging to type B at time I is

f(Nx)− k.

Therefore, the number of cache entries belonging to type C
(same at both time I and II) is

2 k − f(Nx)− k {f(2 Nx)− f(Nx)}
f(Nx)

.
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accesses

f(2N_x)-f(N_x)

Fig. 11. Destination IP addresses generated in adjacent Nx-periods.

Let us consider the IP addresses that have cache entries at time
I and are accessed during the next Nx-period, i.e., the cache en-
tries belonging to types B or C. Although they have cache entry
at time I, all the entries do not make hits during the next Nx-
period. Entries for IP addresses, which fail during the next Nx-
period are restored as cache entries at time II. Since all entries
expire under the same condition in FIFO, and Nx-period is the
lifetime of a cache entry, the number of restored entries at time
II is half the number of original entries at time I. In other words,
the number of entries belonging to type C at time II is half that
belonging to types B or C at time I. Therefore, Nx must satisfy
the following condition:

4 f(Nx)− 3 k −
√

9 k2 − 8 k {f (2 Nx)− f(Nx)} = 0.

(40)

Using (40), Nx can be determined. Cache miss ratio for FIFO is
obtained using Nx as

PF =
k

Nx
. (41)

Applying the asymptotic power law, (40) is written as

4 Nα
x − 3 k −

√
9 k2 − 8 k {(2 Nx)α −Nα

x } = 0.

(42)

B. Experimental Results

In order to verify the effectiveness of our algorithm described
in Sec. IV, we compare the cache miss ratios. We show the
cache miss ratio which is obtained from simulation with address
sequences generated by our algorithm as input, and compare it
with the results of trace-driven simulation and theoretical val-
ues derived from (38) and (41) using (42). The data used in
the trace-driven simulation is access logs of a proxy server at
NTT Laboratories (March, 1997). We focus on the destination
IP addresses in the logs and, in this case, the value of α for
the asymptotic power law is 2/3 from graphical observation of
Fig. 5 (a).

Figures 12 and 13 show the relationship between cache miss
ratio and the capacity of address cache (the number of address
entries), for LRU and FIFO, respectively. The horizontal axis
denotes the capacity of cache and the vertical axis denotes the
cache miss ratio. The black plot denotes the results from our al-
gorithm and the white plot denotes the results from trace-driven
simulations. The solid line denotes theoretical values. These
figures show that our algorithm gives a dependable evaluation.
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Fig. 12. Relations between the cache miss ratio and the capacity of the cache
(LRU).
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Fig. 13. Relations between the cache miss ratio and the capacity of the cache
(FIFO).

VIII. CONCLUSION AND DISCUSSION

This paper has shown the structure of the address generation
probability from the assumption of time-translation invariance
of ISGF. The structure is an LRU stack model and has a sim-
ple relation between address generation probability and ISGF.
In particular, we have revealed the following equivalence:

address generation process whose ISGF has a
time-translation invariance.

�
LRU stack model whose probability is (14).

This paper also has shown the general property of ISGF, that is,
the asymptotic power law is applicable to ISGF in a wide num-
ber of Internet access cases. In addition, by using these results,
we have studied properties of the pseudo-address sequence ob-
tained from our algorithm. This address sequence gives depend-
able evaluations of the cache miss ratio.

The proposed algorithm is democratic for all addresses in the
sense that the probability of an address generation is determined
only by the present stack position at the LRU stack. In actual In-
ternet usage, some addresses are accessed with extremely high
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frequencies. This nature is often characterized by Zipf-type dis-
tributions. The address sequence generated from the proposed
algorithm, however, does not reproduce these distributions. Let
us consider an aging algorithm which writes the new address
over the least frequently accessed entry. If we choose this aging
algorithm for a cache, the address sequence obtained from our
algorithm may not give a dependable evaluation. Of course, be-
cause this aging algorithm does not take locality into considera-
tion, we can choose IRM for an address generation algorithm.

There are probably two reasons why our approach cannot
reproduce Zipf-type distributions. Issues we should study are
listed as follows:

• Validation of the time-translation invariance of ISGF.
• Validation of (28) assumed in (29). Equation (28) is only

an asymptotic property.
The time-translation invariance seems to be a natural assump-
tion. If we denied the assumption, the structure of the address
generations loses the Markovian property whose state is de-
scribed by the generative LRU stack vector. This may cause
a situation where complicated approaches are required. On the
other hand, it is preferable to have the power law adopted for
ISGF replaced by a more strict relationship. However, the be-
havior of ISGF is probably inessential to reproduce Zipf-type
distributions. In order that both time-translation invariance and
Zipf-type distributions are compatible, an example of extension
for the proposed algorithm has been discussed in [21]. These
issues are for further study.
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